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The vehicular safety applications disseminate the burst messages during an emergency scenario, but efforts to 
reduce the delay of communication are hampered by wireless access technology. As conventional VANET (Ve-
hicular ad-hoc network) connected intermittently, the LTE (Long Term Evolution) based framework has been 
established for the vehicular communication environment. However, resource allocation which is affected by 
many factors, such as power, PRB (physical resource block), channel quality, are challenging to guarantee the 
safety services QoS (Quality of Service) in LTE downlink for OFDM (Orthogonal Frequency Division Multi-
plexing). In order to solve the problem of safety message dissemination in LTE vehicular network, we proposed 
a delay-aware control policy by leveraging a cross-layer approach to maximize the system throughput. First, we 
model the resource allocation problem using the queuing theory based on the MISO (multi-input single-out-
put). Second, the method casts the problem of throughput and latency for dynamic communication system into 
a stochastic network optimization problem, and then makes tradeoffs between them by Lyapunov optimization 
technique. Finally, we use the improved the branch and bound algorithm to search for the optimal solution in 
system capacity region for these decomposed subproblems. The simulation results show that our algorithm can 
guarantee the delay while maximum system throughput.
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1. Introduction
All types of architecture for the vehicular commu-
nication networks rely on the wireless access tech-
nology, which is usually at the bottom of the com-
munication protocols and provides air interface, in 
the process of exchanging safety message between 
mobility vehicle nodes [33], [27]. There are two typ-
ical wireless access technology for safety message in 
vehicular network—DSRC (Dedicated Short-Range 
Communication) and cellular network [5], [3], [14]. In 
the previous scholarly output, the research of access 
technology mostly focused on VANET. It transmits 
messages by cooperative communication between 
the vehicle nodes without the participation of the 
centralized infrastructure. The wireless access tech-
nology of VANET is DSRC (Dedicated Short-Range 
Communication), but it also has some limits. 
DSRC is based on architecture of ad-hoc network 
which has smaller coverage range and connects with 
other nodes intermittently. There is a lack of deter-
ministic guarantees of service QoS because that the 
safety message is possible to be dropped when the 
communication system and links are overloaded or 
fail [15], [2].
In the vehicular safety application, the types of safe-
ty message are divided into two classes. The first is 
decentralized environment notification message 
(DENM) which is mainly used in the emergency 
brake and road alert. The second class is cooperative 
awareness message (CAM) which is mainly used to 
transmit the vehicular safety message periodically 
with 100Hz, such as vehicular speeds and brake co-
efficients [23]. However, the lower communication 
delay and the higher reliability are challenging to re-
alize the broadband access and data sharing of mobile 
vehicles. 
Recently, the researches have had a trend to focus on 
the cellular technology. In contrast to the DSRC, the 
coverage areas of Base Station in LTE are larger. The 
communication links will be established as long as the 
mobility nodes are in the cell of eNodeB [18]. Indeed, 
cellular network technology which uses new modula-
tion technique has advantages in many aspects than 
DSRC, i.e., bandwidth, frequency and transmission 
rate. For example, LTE can provide a Round Trip 
Time theoretically lower than 10ms, and transfer 
latency in the radio access up to 100ms [19]. This is 

especially beneficial for delay-sensitive vehicle safety 
applications. The reason mentioned above motivate 
LTE technology as a promising wireless broadband 
access technology to support communication under 
the vehicular network environment.

1.1. Related Works
There are many factors that influence the QoS of LTE 
communication system, i.e., high-order modulation, 
synchronization, access control strategies, etc. [6], 
[20], [32]. To achieve the desired system performance 
and QoS service for the safety message in cellular net-
work, some physical layer technique which impact 
message dissemination of the cellular-based vehicu-
lar network should be considered, such as modulated 
technique and wireless channel model. Problems of 
resource allocation and scheduling are also key chal-
lenges to be solved in the cellular network [11]. The ra-
dio resource management (RRM) algorithms of LTE 
usually consider three problems — QoS requirement 
of different users, system capacity and users’ fairness. 
Some studies have made progress in radio resource 
management of cellular network. Essentially, it can 
be modeled as an optimization problem for maximiz-
ing the utilization of time-frequency resource in the 
wireless network. 
The core work of the problem mentioned above in the 
vehicular network is downlink scheduling. The vehi-
cle nodes disseminate safety messages over wireless 
channels under some control strategies containing 
channel access and power control, where channel 
access strategies assign the limited radio resource 
dynamically by sharing the wireless channels and 
power control techniques allocate the transmission 
power to compensate the shadow fading and path loss 
of radio signals. Scheduling is a process which radio 
resource is allocated to each user in an optimized 
way. Resource is allocated dynamically to match the 
user channel time-varying condition and increase the 
throughput in term of requirement of applications 
and system resource capacity. 
Cellular network has been studied in disseminating 
the low-latency message. The PHY layer of cellular 
network is based on the OFDM technique [7], [9]. In 
[8], the author introduces the basic scheduling algo-
rithms of OFDM mechanism in the application of ve-
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hicular safety service. They are round robin and best 
CQI (Channel Quality Information) algorithm [1]. 
The round robin algorithm can get the user fairness 
performance while the best CQI can get the max sys-
tem throughput. The PF (proportion fairness) algo-
rithm makes a tradeoff between throughput and user 
fairness [29], [24]. However, the above studies rarely 
have focused on the service delay of information and 
therefore they are not suitable for the vehicular safety 
message. With higher requirements for reducing the 
latency of the safety message, the scheduling algo-
rithm for vehicular safety application is also the main 
research problem. In the case of the higher density 
of vehicular nodes, many vehicular nodes share the 
wireless channel and the message burst at the peak 
of traffic flow, so we need to allocate the limited re-
source to each user. The system capacity and packet 
buffer are limited, so it will cause the data buffer con-
gestion or loss of packets if the safety message burst. 
This problem can cast as the contradictory between 
the limit frequency resource and the requirement of 
user QoS services. 
The Lyapunov optimization technique, which has 
been applied to the satellite communication system, 
is firstly proposed in [22]. It studies the resource al-
location problem in multi-hop radio networks by 
scheduling the active links with backpressure routing 
and also studies the relationship of capacity achieved 
region and data transmit rate. In [17], the author plus 

the penalty function with the Lyapunov drift to ex-
tend this method which called Lyapunov optimiza-
tion technique to study the relationship between the 
queue stability and user fairness. In recent years, this 
technique has been applied to the research of control 
policy for many large communication systems. Paper 
[12] studies the problem of licensed spectrum sharing 
with two BSs in the same cell. It uses Lyapunov op-
timization to solve the spectrum bargaining problem. 
Paper [13] solves the problem of online rate control 
and power allocation in the non-orthogonal multiple 
access system. Paper [20] studies the offload schedule 
problem of  IoT equipment in the edge computing with 
leveraging the Lyapunov technique, and then solve 
it by decomposing this problem into the Knapsack 
problems. Paper [29] presents a lightweight secure 
self-authenticable transfer protocol for communica-
tions between Edge nodes and Fog nodes, which could 
be also applied in the context of vehicular networks.

1.2. Main Contribution

The contradiction between limited resources and 
user service requirements require efficient resource 
scheduling solution. We design the resource alloca-
tion scheme by cross-layer schedule and access con-
trol with using Lyapunov optimization technique, 
it makes tradeoffs between these factors while dis-
seminating safety messages under LTE communi-
cation framework. The main work of this paper con-

Figure 1
Architecture of LTE-based vehicular Network
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tains three parts: (1) Model and analysis of vehicular 
communication network. (2) Problem formulation 
of LTE resource optimization. (3) Get the solutions 
to the stochastic optimization problem. The method 
considers the dynamic system stability and delay as a 
stochastic optimization problem, we get the solution 
by minimizing the “drift-plus-penalty” of Lyapunov 
function and then use the classical search algorithm - 
branch and bound to find the optimal solution [13].
The contributions of our proposed scheduling algo-
rithm are mainly concentrated in three points.
 _ First, we applied the Lyapunov optimization tech-

nique for cellular network resource management 
in tradeoff from two aspects. In one aspect, we 
use Lyapunov drift plus penalty to tradeoff system 
stability and system cost which represent the con-
sumption of decision in every slot and use the pa-
rameter V to adjust the weighted between the drift 
and penalty.

 _ Secondly, the optimization constraints set are 
composed by the set of system properties, such as 
power, the queue backlog. The network controller 

makes a decision by minimizing drift and penalty 
and allocates the resource dynamically in every slot.

 _ Third, because the vehicular node moves fast, 
the link quantity is also a factor that we consider. 
With strict and diversified demand for QoS, the 
traditional hierarchical design is difficult to meet. 
Therefore, we design a cross-layer schedule policy 
to improve the reliability and efficiency of safety 
message by reducing the message delay, and the 
network resource management mainly concen-
trates on the physical layer power allocation and 
network buffer.

The rest of this paper is organized as follows. In Sec-
tion 2, we introduce the preliminaries about the Lya-
punov technique. In Section 3, the communication 
scenario and formulation scheduling problem are 
introduced. In Section 4, we study the problem of 
maximizing the utility of time average throughput, 
then use Lyapunov optimization framework of the 
stochastic network to decompose this problem into 
subproblems to meet delay QoS and system capacity. 
In Section 5, we present an experimental evaluation.

Figure 2
The scheduling flow of LTE-based vehicular Network
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2. Preliminaries
In this section, we briefly introduce the preliminaries 
of the Lyapunov technique. It is a challenge to find a 
solution to trade-off the delay and stability relation-
ship in wireless network. In the first step of designing 
a cross-layer control policy, we build on system analy-
sis work on stability theory in the sense of Lyapunov. 
This theory is first proposed by Russian mathemati-
cian  Lyapunov to describe the stability of the dynam-
ic system in -ε δ  language. Lyapunov stability theo-
rem is the basis of the Lyapunov analysis framework. 
The dynamic system with differential equation 
( ) ( , )x t f x t=  moves between circles with radius ε  

and δ  in phase portrait. If the movement trajecto-
ry stays near the equilibrium point, so the system is 
stable. If the movement trajectory is going back to the 
origin point, it is asymptotic stability, as is shown in 
Figure 3.

Figure 3
A schematic of Lyapunov stability in phase portrait
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This theory does not only define what is the stabili-
ty but also gives ways to judge whether the complex 

system is stable. In simple terms, we should find a 
scalar-valued function, which is called a Lyapunov 
function to represent the system energy. When the 
system status deviates from equilibrium, the Lyapun-
ov function increases. The Lyapunov direct method is 
an efficient method for judging the system stability, 
we construct the Lyapunov function which is called 
energy function to represent the dynamic characters. 
It makes the system not to departure from the stabil-
ity point by keeping asymptotic steady and general 
Lyapunov steadily when system subject to external 
interference.

3. Problem Formulation

3.1. Communication Scenario for LTE 
Framework
We consider a simple system-level communication 
scenario with a single cell and multi-vehicles as illus-
trated in Figure 1. The cellular-based vehicular net-
work can be divided into two parts: communication 
scenario and layer architecture.
First, we consider the communication scenario of 
cellular-based vehicular networks. The communi-
cation between the vehicle nodes contains two steps 
in the framework. In the first phase, the mobility 
vehicle node transmits the message to the Base Sta-
tion through the uplink channel. Then in the second 
phase, the other vehicular nodes which are locat-
ed in the same cell region receive the message over 
OFDM downlink channel. The access architecture 
of the LTE contains access network — EPC and core 
network — E-UTRAN, so cellular technology has the 
advantages in link quantity than traditional VANET 
[25]. The eNodeB connected with the P-GW (packet 
gateway) and S-GW (service gateway) in E-UTRAN, 
and the message dissemination between the eNodeB 
and vehicles use the downlink channel on PDSCH 
(physical downlink shared channel) in LTE. The ve-
hicular nodes delivery message of vehicle and road 
by sending the CAM periodically. The dissemination 
process of safety message must be meet the require-
ment of delay QoS and ensure the reliability at the 
same time.  
After understanding the framework of the cellular 
vehicular network, another problem which is needed 
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to be elaborated is the communication mechanism of 
the wireless downlink. In the Architecture of eNo-
deB, there exist the PHY layer, Network layer, and the 
function of each layer is packet routing [4], modula-
tion and coding, OFDM, respectively. 
The designing of the eNodeB scheduler is the most 
important task. For the vehicles, the nodes upload the 
Block Error Ratio (BLER) which is calculated with 
the received signal quality periodically. The resource 
allocation is mainly on mapping transmitted data into 
Physical Resource Block (PRB). In other words, we 
should allocate the time and frequency domain re-
source to each vehicular node in the subframe of slot t.

3.2. Problem Statement

We will introduce every layer of the network archi-
tecture in details. As is illustrated in Figure 2, there 
exists a wild class of network problems to be solved in 
dissemination of safety message. After understanding 
the framework and mechanism of the cellular-based 
vehicular network, we consider the function of dis-
semination. They can be divided into three subprob-
lems: user utility of performance, network stability, 
and radio resource allocation in PHY. In our vehic-
ular network communication scenario, the problem 
can be cast into guaranteeing the message latency of 
safety applications. In order to solve this problem, 
we must design an optimization method to solve the 
three sub-problem mentioned above together under 
the cross-layer control strategies to schedule system 
resource dynamically.
The PHY layer and NWK layer were modeled sepa-
rately which includes the model of the packet buffer in 
the network layer, the allocation model of a resource 
power in the frequency domain. In the following, we 
will describe the network communication process 
which is in the LTE vehicular network and model 
problem of dynamic scheduling. We have illustrated 
the network architecture of vehicular network-based 
LTE, and then we describe the more details of the sys-
tem in different communication models.
In order to guarantee that safety message is dissemi-
nated, we will use two types of system state vector to 
solve our problem. Queue length information (QSI) is 
used to assure the safety message delay, and channel 
length information (CSI) is used to the maximum uti-
lization rate of wireless spectrum.

First, QSI is represented by ( )lQ t . Second, the power 
will be allocated based on the CSI. The purpose of CSI 
is to feedback the UE channel quantity for eNodeB. 
The eNodeB choose the suitable coding schematic 
and modulation rate to transmit the data in PDSCH. 
The better the link quantity, the more data are to be 
transmitted in the unit slot. As is shown in Figure 2, 
process of the message dissemination is divided into 
two parts: the communication of downlink channel 
and uplink channel.
First, we describe the wireless channel transmission 
workflow briefly. 
1 In the current subframe, eNodeB creates a list of 

downlink flows having packets to transmit.
2 The packets queue length and the CQI feedback 

are stored for each flow. For each flow, the weight 
is calculated.

3 The flow with the highest weight is given the re-
source blocks to scheduling. For each flow, eNb 
computes the transport block (TB) size, the amount 
of data to transmit during each TTI.

4 eNodeB uses AMC to map the CSI which contains 
the (PMI, RI, CQI) feedback with proper modula-
tion and coding scheme. 

Second, we introduced the workflow of user sched-
uling in the time and frequency domain respectively 
in details which are described in Figure 2. The basic 
unit of time domain is the frame. It can be divided into 
ten subframes. The duration of the subframe is 1ms 
which is equal to the minimize scheduling slot – TTI. 
One subframe contains two slots. In the frequency do-
main, the basic unit is resource block (RB). Each RB 
contains twelve sub-carriers which are orthogonality 
with each other, and its bandwidth is 180kHz. That is 
to say, if the system bandwidth is 20Khz, it contains 
a 100 RB.
In the MISO system, the design of eNodeB schedul-
er is the core work for LTE, which allocates the ra-
dio resource in an optimal manner to ensure that the 
communication system can service as many users as 
possible to maximize system utility. The method we 
proposed uses network utility as the optimization 
objection, adopting the mathematical programming 
method, and finding the optimal solution to design 
the optimal network scheduling protocol. The details 
of the system model will be described in the following 
section. 
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4. Problem Solution
For the problem mentioned above, we will cast it into 
a mathematic model by using the different theory in 
every network layer. The model parameters are pro-
vided in Table 1. Then we illustrate the communica-
tion problem of LTE-based vehicular network.

Table 1
Notation summary

Symbol Description

P Average power constraint for eNB

( )p t
Transmission power allocated to Node (m,0) 
in DL 
Over RB k in subframe t

lH Channel gain of RB j between user l and the 
downlink of eNodeB in subframe t

tγ
Transmission rate for Node (m, k) in DL in 
subframe t

( )k tα  
Admitted amount of data for Node l from the 
application layer queue in subframe t

maxα Upper bound for α  regarding each UE in each 
Subframe

( )lQ t Queue length at the eNB for Node (m, k) in 
subframe t

In the wireless communication system, the transmis-
sion rate depends on the specific coding scheme. The 
higher transmission rate requires long block-lengths 
for coding which also means that there are long mes-
sage delays. 
The optimization goal of the system is to maximize a 
concave and nondecreasing function of the time-av-
erage throughput on each link. Such a function   rep-
resents a utility function that acts as a measurement 
of fairness for the throughput vector. For example, 
the whole system utility will not increase always with 
the growth of a single variable. This character usu-
ally called ‘diminish return’. Guaranteeing the delay 
and reliability of safety message is an optimization 
problem based on delay and queue stability which is 
to max the system throughput [16], [10]. Vehicular 
network access control and scheduling of MAC lay-
er based on delay constraint ensure the stability of 
the system while meeting the maximum permissible 

delay of each user constraints, and then there exists 
a network controller to make the decision when ob-
serving the stochastic events occurs. The cross-layer 
scheduling algorithm has been illustrated in Figure 4.

Figure 4 
The Framework of packet scheduling in a transmitter of 
eNodeB
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4.1. Packet Queue Model
In the Network layer, the main problem is schedul-
ing the resource in the time domain. First, the delay 
modeling of network queue is set by queuing theory. 
In every slot t, the packet service queue of eNodeB for 
every vehicle arrives at the network layer according 
to the certain probability, the packet is cached in the 
buffer and then access the MAC layer under the con-
trol of the scheduler. We assume the network works 
in the discrete time slot set {1,2,...... }t n∈ , [ , )t t τ+  is 
the continuous time interval in slot t and t+ τ , the re-
source allocation and date transmission persist in the 
consist time τ . The packets are waiting for schedul-
ing according to the FIFS. Arrival process of packets 
in every traffic flow is i.d.d stochastic process.
In the link l , (1, 2,.... )l k= , we set the arrival data 
packet rate of arrival data and service data is k ( )tα
and ( )kr t , max0 ( )k t Aα≤ ≤ . The queue length in the 
buffer of the link l  is kQ (t)  which defined over inte-
ger time slot {1,2,...}t = , represent the contents of a 
single-server discrete time queueing system. The set

[ ]1 kQ = Q (t),....,Q (t)  represents the queue vector of 
the waiting packet which is also called queue back-
log transmitted in the NWK layer. Dynamic evolution 
equation of queue kQ (t)  in link k is given:
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1 [ - ] .t t t t
k k k kQ Q r a+ += + (3)

For all link k L∈ , where t
kα is defined as the number 

of the packet of arriving at link l, t
lr  are queue ser-

vice data of link l in slot t. [ ]+  represent getting the 
max value between  -t t

k kQ r  and zero, because the val-
ue of queue length is nonnegative. The arriving rate 
of the data packet obeys the Poisson distribution, 

{ }t
l lE α λ=  is the average data arrival rate. 

The two property of the data queue must be consid-
ered: queue stability and boundedness of queue back-
log. In the sense of packet queue, stability means that 
the input packet is approximately equal the service 
rate in a long time. For the entire system this means 
that the queue can server the packet quickly when 
the message burst in safety application, e.g. traffic ac-
cident broadcast. The boundedness means that the 
queue capacity is finite and the queue backlog must 
lower than the boundless to avoid network conges-
tion.  Consider the kth-queue of the multiple-access 
system in Figure 4 and the server model of packet 
with M/M/1 queue is in Figure 5. The arrival time and 
server time for each packer is stochastic. A packet 
will be served after the previous arriving packet de-
parture the queue. If the waiting time is too long, the 
packet should be dropped, as is illustrated with the 
packet three in Figure 5. As we know the little lemma 
of queuing theory, the waiting service time of a packet 
in the queue is equal the division between the number 
of the packet in the queue and the data service rate, 
the average delay of the system is following:

1 1
D / .

L l

l l
i i

Q α
= =

= ∑ ∑ (4)

For the link l, the relationship between the average 
delay, the average queue length is established in (4).   
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For the link l, the relationship between the average 
delay, the average queue length is established in (3).   
Indicates the average length of the data queue to the 
link l, is defined as the following equation:         
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4.2 Physical Layer Resource Allocation 

The scheduler of LTE eNodeB allocates the resource block 
to the different user according to the CQI, which is 
feedback by the mobile nodes. In LTE downlink channel, 
the resource allocation is a dynamic process which is in 
order to improve the resource utilization ratio of the 
communication system. In the physical layer, the main 
work is scheduling resource of the frequency domain. We 
set 1[ ( ),.... ( )]nP P t P t=  the power allocation vector, so that 
the scheduling strategy of each link of the wireless 
network is constrained by the given feasible capacity Λ .  
In the time domain, the main work of scheduler is to 
allocate the subframe slots to each user by the 
scheduling algorithm. The smallest unit of system 
resource is RE (resource element) which is one 
symbol and one subcarrier, so the system resource 
can be divided into the resource grid with 7 symbols 
and 12 subcarriers which are called RB (resource 
block). In the frequency domain, the scheduler is to 
allocate the RBs consisted of the orthogonality 
channel. As is seen in Figure 5, the bandwidth of RB 
is 15 kHz and system bandwidth are 100MHz. The 
quantity of RBs  is 100 in the one-time slot.  

There are three type signals in the LTE: control 
signals, reference signals, and the synchronization 
signal. More details are illustrated in Figure 6. Then 
we model the physical layer. The link CSI can be 
modeled by discrete time Markov process. At each 
time slot t, the network controller selects the 
transmission rate vector by the constraint condition 
to represent the flow rate of the traffic on link l. 
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The scheduler of LTE eNodeB allocates the resource 
block to the different user according to the CQI, which 
is feedback by the mobile nodes. In LTE downlink 
channel, the resource allocation is a dynamic process 
which is in order to improve the resource utilization 
ratio of the communication system. In the physical 
layer, the main work is scheduling resource of the fre-
quency domain. We set 1[ ( ),.... ( )]nP P t P t=  the power al-
location vector, so that the scheduling strategy of each 
link of the wireless network is constrained by the giv-
en feasible capacity Λ . 
In the time domain, the main work of scheduler is to al-
locate the subframe slots to each user by the scheduling 
algorithm. The smallest unit of system resource is RE 
(resource element) which is one symbol and one subcar-
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scheduler is to allocate the RBs consisted of the orthog-
onality channel. As is seen in Figure 5, the bandwidth of 
RB is 15 kHz and system bandwidth are 100MHz. The 
quantity of RBs  is 100 in the one-time slot. 
There are three type signals in the LTE: control sig-
nals, reference signals, and the synchronization sig-
nal. More details are illustrated in Figure 6. Then we 
model the physical layer. The link CSI can be modeled 
by discrete time Markov process. At each time slot t, 
the network controller selects the transmission rate 
vector by the constraint condition to represent the 
flow rate of the traffic on link l.
In the wireless communication network, the channel 
may fade or be lost. To max the network capacity and 
the stability, we use feedback information of the up-
link channel to adjust transmit power of every wire-
less node. 
Downlink SINR under the interference is:
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where 2σ  is the noise power. In order to ensure that 
the signal is received and decoded correctly, the SINR 
value on the channel cannot be lower than the given 
threshold.

Then the transmission rate for UE m in the downlink 
can be expressed as:

( ) log(1 ).B
m

j J
r t SINR

∈

= +∑ (7)

We can write the time average transmission rate:
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The set of power element ( )ip t  represents the peak 
transmit power of the time slot t at the base station for 
the node k; the number of access users in base station 
is N, N C≤ , that each channel ic C∈  carries only one 
node, max

kP  is the total power of the system set of pow-
er element represents the peak transmit power of the 
time slot t at the base station for the node k; the number 
of access users in base station is N, that each channel 
carries only one node, P is the total power of the system.

4.3. System Throughput Problem
The whole system can be seen as a complex network 
of the communication queue. We define a set of utili-
ty function log (1+x) representing the satisfaction re-
ceived by sending data from node n to node e at time av-
erage rate of r bits/slot. As is shown in the Figure 7, the 
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N, that each channel carries only one node,    P is the 
total power of the system. 

4.3 System Throughput Problem 
The whole system can be seen as a complex network 
of the communication queue. We define a set of 
utility function log (1+x) representing the satisfaction 
received by sending data from node n to node e at 
time average rate of r bits/slot. As is shown in the 
Figure 7, the goal is to support a fraction of the traffic 
demand matrix to achieve long-term throughput 
that maximizes the sum of user utilities for the whole 

system through delay control decision and queue 
backlog decision.  

We assume that kφ  is a utility function of maximum 
throughput. In order to balance between average 
throughput and fairness, the goal of network control 
is to maximize the network utility associated with 
user average throughput. The equation of kφ  is 
following which represents network fairness:                                         
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The utility functions are assumed to be 
non-decreasing and concave. kα  is the long average 
packet arrival rate. This is illustrated in the following 
equation: 
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The above equation represents the optimization 
objective function for scheduling problem. The 
problem we faced is making a tradeoff between 
different factors, such as power, channel, which in 
order to achieve the desired system outcomes. The 
essence of making tradeoff in the best way is 
optimization problem. 
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To design a control policy by Lyapunov analysis 
framework with cross-layer optimization, we will 
adopt the following four steps in the next section: 

1.   Model the original optimization problem. 

2. Because the problem contains the time average 
function, auxiliary variable and virtual queue 
technology is used to transform it into the 
problem which only obtained the time average 
variable, then use the Lyapunov optimization 
framework to analyse this problem. 

3. Minimize the Lyapunov drift and penalty 
function. 
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We assume that kφ  is a utility function of maximum 
throughput. In order to balance between average 
throughput and fairness, the goal of network control 
is to maximize the network utility associated with 
user average throughput. The equation of kφ  is fol-
lowing which represents network fairness: 
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The utility functions are assumed to be non-decreas-
ing and concave. kα  is the long average packet arrival 
rate. This is illustrated in the following equation:
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The above equation represents the optimization ob-
jective function for scheduling problem. The problem 
we faced is making a tradeoff between different fac-
tors, such as power, channel, which in order to achieve 
the desired system outcomes. The essence of making 
tradeoff in the best way is optimization problem.
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To design a control policy by Lyapunov analysis 
framework with cross-layer optimization, we will 
adopt the following four steps in the next section:
1 Model the original optimization problem.
2 Because the problem contains the time average 

function, auxiliary variable and virtual queue tech-
nology is used to transform it into the problem 
which only obtained the time average variable, 
then use the Lyapunov optimization framework to 
analyse this problem.

3 Minimize the Lyapunov drift and penalty function.
4 Analysis of the performance of the proposed algo-

rithm.
In the first step, we set U as the average throughput 
of node k, and it is a continuous strictly convex func-
tion which contains the time average variable. We set 
the delay-aware resource control strategies as the 
optimization constraint of the scheduler. The above 
problem can be stated as the network utility model of 
following optimization problem. 
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The above formula is an optimization problem with 
multi-variables. The core idea of this stochastic op-
timization problem is how to tradeoff between the 
queue stability and the system utility to achieve the 
maximum packet throughput. The next problem is 
how to search for the solution to this optimization 
problem. Next section mainly discusses the control 
and scheduling algorithm based on Lyapunov opti-
mization theory and analysis framework. We have 
transformed the problem into tradeoff between queue 
stability and optimization target function. 

4.4. Cross-Layer Resource Scheduling of 
Lyapunov Optimization
Because of the time-varying characteristics of the 
wireless channel, the packet arrival in the network 
has random characteristics, so the problem belongs 

to a stochastic network optimization, which can 
make the cross-layer resource scheduling decision 
after observing the random sequence. We mainly ex-
plore the relation between system stability and delay. 
For a communication system, the stability means no 
dropped packets. When the packet is pushed into the 
queue, the backlog is increasing, the delay will also 
increase, and the system will be congestion. The sto-
chastic optimization problem is transformed into the 
stability of the queue by the optimization problem 
of the time-averaged variable, and the optimization 
problem is solved by the Lyapunov optimization of 
drift plus penalty.

4.4.1. Lyapunov Analysis Framework
As a stability criterion of a dynamic queue system, 
the Lyapunov function is a quadratic function, and 
it presents the system energy, which is constructed 
with the algorithm of the sum-of-squares. When this 
function reduced, the system will go to stability. The 
Lyapunov optimization technique is an application 
of Lyapunov stability theorem to the communication 
and queue system, which can achieve the network 
utility objection while keeping system stability and 
achieve the performance-delay tradeoff. To deal with 
the dynamic network state, the Lyapunov optimiza-
tion technique was widely used for maximizing the 
network utility. In resource allocation schemes based 
Lyapunov optimization, iterative search algorithms 
were widely used to obtain the optimal resource al-
location solution. In the following section, we review 
and introduce briefly the framework based on the sta-
bility in the sense of Lyapunov.
In Section 3, we model the LTE communication sys-
tem by network layer model with its function sep-
arately. In this section, we describe the system as a 
whole in the aspect of the system control to solve the 
online scheduling problem of data packets. As a sta-
bility criterion of a dynamic queue system, the Lya-
punov function is a quadratic function, and it pres-
ents the system energy which is constructed with the 
algorithm of the sum-of-squares. When this function 
is reduced, the system will go to stability. The Lya-
punov optimization technique is an application of 
Lyapunov stability theorem to communication and 
queue system, which can achieve the network utility 
objection while keeping system stability and achieve 
the performance-delay tradeoff. To deal with the dy-
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namic network state, the Lyapunov optimization 
technique was widely used for maximizing the net-
work utility. In resource allocation schemes based 
Lyapunov optimization, iterative search algorithms 
were widely used to obtain the optimal resource allo-
cation solution.

4.4.2. Queue and System Stability
In this section, we will solve the resource alloca-
tion problem through Lyapunov analysis framework 
mentioned above. The core idea of scheduling algo-
rithm which solves the cross-layer optimal sched-
uling algorithm is to use Lyapunov optimization 
theory to allocate resource dynamically under the 
constraint that the data queues and virtual queues of 
the system are stability. Through the queuing theo-
ry, we model the problem as designing scheduler of 
a dynamic system. The study of dynamics originated 
from the control theory, and the basic foundation is 
the stability in the sense of Lyapunov. It is also called 
the Lyapunov directed method. Control technique of 
this communication queue system is the main prob-
lem. We regard the system as a stochastic system, 
the solution of the optimization is to the stability 
point of a system which balances the queue stability 
and delay. We can assume that there exists a network 
controller in a wireless network by using Lyapunov 
optimization technology. The input of the control-
ler is queue state information and control state in-
formation of wireless network, such as the queue 
length, channel link, etc.
First, we give the analysis framework of Lyapunov op-
timization technology briefly. The framework can be 
divided into three parts: (1) The three technology in 
the Lyapunov framework: queue stability theory, vir-
tual queue technique and ‘drift-plus-penalty’ function. 
(2) Construct the Lyapunov function which is the sum 
of the square of the virtual queue and data queue and 
Minimum the function to make the system stability. 
(3) The Lyapunov inequation. We can find the bound-
ness of minimizing the right-hand-side of the equation 
to find the optimization solution. How this technique 
works when it is applied to the design of the cross-layer 
protocol in the LTE communication system.
Lyapunov drift is a powerful technique for optimizing 
time averages in stochastic queueing network subject 
to stability. Lyapunov queue stability is defined as fol-
lows:

Lemma 1:  if          
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t
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The queue is average rate stability, the queue has an 
upper bounder of time average accumulation, and the 
queue is strongly stable.
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If all the queue of the system is strongly stable, the 
system is called strong stability. The serve and 
arrival of the queues are i.i.d process.  

4.4.3 Jointly Cross-Layer Scheduling Scheme 
We use the Lyapunov optimization to enforce the 
queue stability to minimize the drift and penalty of 
Lyapunov function. Build the set of packet queue 
and virtual queue, the Lyapunov function is the sum 
of squares for packet queue and virtual queue: 

                      ( ){ }( ) .kt Q tΘ =                             (13) 

We define the quadratic Lyapunov function as 
following and it prepares the degree of system 
congestion: 
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First, we use Equation (15) to compute the 
boundedness on the change in Lyapunov function 
with Lyapunov drift at t slot and t+1 slot:                                                   
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The penalty function is the penalty weight V plus the 
max throughput utility function:                            
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The most significant feature of this algorithm is that 
it does not need to know the probability of a 
stochastic event. After observing, it seeks to 
minimize a (possibly non-linear, non-convex, and 
discontinuous) function of control decision.  
Next, we solve the upper bound of Lyapunov drift 
and penalty and decompose this problem into 
sub-problems and provided an optimal solution for 
each, then we can obtain the control policy solution 
dependently: 
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For the first part of the joint optimization problem, 
we consider the linear programming problem on end 
to end rate control with the parameter which is the 
arrival packet every slot in the packet queue:   
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The second order deviation of the objection function 
of P1, so it is a convex function. We can get the global 
optimal value of the objection through getting the 
first order deviation, set the solution of the objection 
function as following:  
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Figure 8. Weighted sum rate problem illustration 

The second subproblem is the maximization of the 
weighted sum rate in the stability capacity region. 
The weighted sum rate is affected not only by the 
power, and also by the weighted value which is the 
queue in the network layer (Figure 8). This solution 
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queue stability to minimize the drift and penalty of 
Lyapunov function. Build the set of packet queue and 
virtual queue, the Lyapunov function is the sum of 
squares for packet queue and virtual queue:
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First, we use Equation (15) to compute the bounded-
ness on the change in Lyapunov function with Lya-
punov drift at t slot and t+1 slot:
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The penalty function is the penalty weight V plus the 
max throughput utility function:
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The most significant feature of this algorithm is that 
it does not need to know the probability of a stochas-
tic event. After observing, it seeks to minimize a (pos-
sibly non-linear, non-convex, and discontinuous) 
function of control decision. 
Next, we solve the upper bound of Lyapunov drift and 
penalty and decompose this problem into sub-prob-
lems and provided an optimal solution for each, then 
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we can obtain the control policy solution dependently:
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4.4.3 Jointly Cross-Layer Scheduling Scheme 
We use the Lyapunov optimization to enforce the 
queue stability to minimize the drift and penalty of 
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and virtual queue, the Lyapunov function is the sum 
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and penalty and decompose this problem into 
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For the first part of the joint optimization problem, 
we consider the linear programming problem on end 
to end rate control with the parameter which is the 
arrival packet every slot in the packet queue:   
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The second order deviation of the objection function 
of P1, so it is a convex function. We can get the global 
optimal value of the objection through getting the 
first order deviation, set the solution of the objection 
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Figure 8. Weighted sum rate problem illustration 

The second subproblem is the maximization of the 
weighted sum rate in the stability capacity region. 
The weighted sum rate is affected not only by the 
power, and also by the weighted value which is the 
queue in the network layer (Figure 8). This solution 
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consider the linear programming problem on end to 
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The second order deviation of the objection function 
of P1, so it is a convex function. We can get the global 
optimal value of the objection through getting the first 
order deviation, set the solution of the objection func-
tion as following: 
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( ) / ( )a t V q t= (21)

The second subproblem is the maximization of the 
weighted sum rate in the stability capacity region. 
The weighted sum rate is affected not only by the 
power, and also by the weighted value which is the 
queue in the network layer (Figure 8). This solution 
approach to this sub-optimization problem will be in 
the next section.

4.4.4. Power Allocation Problem
It is an NP-hard problem and also a cross-layer sched-
uling approach for transmission rate adaptively to 
maximize the network capacity. The difficulty is how 
to solve this optimization problem. This problem is 
the maximum weighted sum rate (WSRmax), which 
is NP-hard and non-convex [30]. Considering k us-
ers and one Base Station, the downlinks cannot work 
simultaneously owing to the mutual interference of 
wireless channel. Under the link scheduling strategic, 
the sum rate of all users achieve the maximum value 
to improve system throughput.
Here we use the brand and bound algorithm improved 
by SOCP mentioned in [24] to solve this problem. We 
will illustrate the WSRmax problem in details on the 
following three aspects: 
1 The description of WSR problem in downlink 

scheduling.
2 Theoretical analysis and theorem proof. 
3 The pseudo code and simulation result.
Assume that 2σ  is the noise power, ( )kQ t is the pack-
et actual queue. The balance of delay and packet will 
affect the system user sum rate. To solve this problem, 
we rewrite the Eq. (11) as follows:
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Equation (22) is a nonconvex function. This optimi-
zation is illustrated by the Figure 9. The variables are 

lp and lγ , we can see that the fading of each sub-carri-
er is not different, which leads to allocating the differ-
ent power to max the throughput under the different 
weights. Weighted coefficients are associated with 
the backlog in the network layer. It must also con-
sider the interference and coupling among the dif-
ferent wireless links in the MISO system. We use the 
SOCP (second-order cone optimization problem) and 
branch-and-bound distributed approach to solve this 
NP-hard problem. The process can be concluded in 
the following three steps:
1 Transmit the feasible sets of the original problem 

into rectangle regions.
2 Prove that the optimal solution of the transformer 

problem is equal to the origin problem.
3 Use the branch and bound algorithm and sec-

ond-order cone optimization to search the optimal 
solution of the transformer problem

First, we set 0 ( ) ( ) log(1 )f Q tγ γ= − + . We relax the fea-
sible set G to m-dimensional rectangle Q under the 

Figure 9 
Capacity throughput region and user rates

( )kQ t
( )kr t

( )k t

( )kd t

…2 ( )l t

k ( )l t

1( )r t

2 ( )r t Scheduler
1( )l t1 ( )t

Stability  problem Scheduler problemFlow control problem

NWK

PHY

RB mapping Beamforming problem

…

*
0W

*
1W

*
nW

( )x t
Time slot

Frequency

UE 
Feedback

 

Figure 4 

( ) ( ( ), ( ), ( ))l l l lr t W t P t C t

transmiter 

Receiver 

Uu
Interface

( ) ( ( ), ( ))X t Q t C t

Demodulate/decode
Demodulate/decode

Demodulate/ decode

Downlink
channel

FDD  

Figure 8 

 

initQ

( )lb initQ ( )ub initQ( )
ilb Q ( )ub iQmin ( )Q( )lb iQ ( )lb iQ


lQiQ

iterate

 
Figure 9 (a) 

  

1γ 1γ

2γ
2 max

2 0max 2
2 2

H P
γ

σ
=

2 max
2 0max 2

1 2

H P
γ

σ
=

Λ

iterQ
maxQ

min'γ

 
 

Figure 9. Capacity throughput region and user rates 

We transform the constraint of formulation (21) into 
second-order conic optimization: 
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The main idea of the improved BB algorithm is to 
tighten the upper and lower bounds of each 
rectangular region by making the rectangular 
boundary point close to the feasible solution region 
G, thereby reducing the optimal solution search 
range and improving the convergence speed of the 
algorithm. The BB algorithm for WSRmax problem 
was summarized in following pseudo-code: 

Algorithm 1   the branch and bound algorithm for 
maximizing the weighted sum rate problem 

Initialization. 
1:Set 0 max( ) ( )basic

lb initQ fφ γ= ; 0 min( ) ( )basic
ub initQ fφ γ= . 

Iteration indices i=0 and k=0.    
Given the feasible set of iγ : 

2

22
0 1,2,...jj
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jj
i j

h p
Q i l

h p
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δ
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BB algorithm iteration: 
2：   For slot=1 to T 
3：   For i=1 to N 
4：   Split initQ  into 1Q and 2Q  
5：   L1= {Q} 1 2{ ( ), ( )}lb lbmin Q Qφ φ  
U1= {Q} 1 2{ ( ), ( )}ub ubmin Q Qφ φ  
6：Pick iQ which contains the minimize ( )lb iQφ , 

then split it along the longest side with the two new 
small 

 rectangles 1 2,i iQ Q+ + . 
7: update  
Li=min 1 +1 +1{ ( ),..... ( ), ( )} \{ ( )}lb lb i lb i lb iQ Q Q Qφ φ φ φ  
8：update 
Ui=min 1 +1 +1{ ( ),..... ( ), ( )} \{ ( )}ub ub i ub i ub iQ Q Q Qφ φ φ φ  

9： Pick the 1 2,i iQ Q+ +  
10： if min Gϒ ∈   
11： set V = min 1,max( ) / 2ϒ + ϒ  
12： If  V inside G 
13： min 1,max=V else Vϒ ϒ =  
14:   if  1,max minγ γ ε− ≤ , the iteration stop else go 

to step 11 to find the point  
15:       update the ⁮with a new rectangle  
16:  stopping criterion if the stopping criterion is 

satisfied, go to step 3.  Otherwise set i=i+1, k=k+1. 
 

5. Results 
The simulation result and analysis should verify the 
following three sub-problems: (1) What the 
relationship between V and the queue backlogs is? 
(2) How optimization performance value changes 
versus the different V values; (3) What the tradeoff 
between Lyapunov drift and penalty function is? 
Figure 10 shows that the change of the relationship 
between the queue backlog, service rate and arrival 
rate when the V is equal to the 50. With the 
time-varying characteristics of wireless channel, the 
user service rate changes with channel state. The 
weight associated with each user is set up by queue 
backlog at the current time. At the beginning of the 
iteration, the arrival rate is smaller than the service 
rate. That is because the queue backlog is large, so 
control policy increases the weights of the service 
rate, and the arrival rate is small. With the increase of 
iteration, queue backlog had been reducing, the 
curve of arrival rate growth to increase the system 
throughput.  
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Figure 10. Capacity throughput region and user rates 

To evaluate the performance of proposed Algorithm 
2, we consider a single fading realization. Figure 11 
shows the service rate values of the problem (25) 
under the control parameters V is equal to 50, 80 and 
100.  In Figure 11, we can conclude that there are two 
factors that influence the values of user service rate, 
channel state and queue weights. When queue 

（b）bound the region (a) scale of the lower and upper bound (b) bound the region

condition without the interference of other links to 
simplify the system channel model. The constraint 
of above problem constructs the new feasible set  

1 2( , ,.... )Lγ γ γ γ= :

max
( )

2{ 0 , }.ll tran l
init l

g p
Q l Lγ

δ
= Λ ≤ ≤ ∈ (23)

Second, we set a tighter lower and upper bound for 
the branch and bound algorithm. The process of the 
branch and bound is an iterative search, and we illus-
trate this process using Figure 9(a). We take a two-di-
mensional sum rate as examples; the capacity region 
is illustrated as Figure 9(b). We use the branch-and-
bound algorithm to compute the optimal value itera-
tively. Each time, we search the upper value and lower 
value through the function ( )upper QΦ  and ( )lower QΦ . The 
core idea of the branch and bound algorithm which is 
used to solve the WSRmax problem is to search the 
feasible set in the rectangle region by iterate splitting 
the rectangle into the small ones.  The node C is called 
uptoia point and represents the maximized system 
throughput under the non-constraint condition. It is 
also called uptoia point. The boundary of the feasible 
set of optimize problem (22) is called Pareto optimal 
solution.

0 min min( )
( ) .

0
basic
lb

f
Q

otherwise

γ γ ∈ΛΦ = 


(24)

This problem can be cast into an optimization prob-
lem that finds the solution of P in the feasible set G, 
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and then transform it to a second-order cone optimi-
zation to solve it. The transform process is defined in 
Equation (25). 
We transform the constraint of formulation (22) into 
second-order conic optimization:
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The main idea of the improved BB algorithm is to tighten 
the upper and lower bounds of each rectangular region 
by making the rectangular boundary point close to the 
feasible solution region G, thereby reducing the optimal 
solution search range and improving the convergence 
speed of the algorithm. The BB algorithm for WSRmax 
problem was summarized in following pseudo-code:

Algorithm 1.  The branch and bound algorithm for 
maximizing the weighted sum rate problem

Initialization.
1: Set 0 max( ) ( )basic

lb initQ fφ γ= ; 0 min( ) ( )basic
ub initQ fφ γ= .

Iteration indices i=0 and k=0.   
Given the feasible set of iγ : 
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BB algorithm iteration:

2  For slot=1 to T

3  For i=1 to N
4  Split initQ  into 1Q and 2Q
5  L1= {Q} 1 2{ ( ), ( )}lb lbmin Q Qφ φ
U1= {Q} 1 2{ ( ), ( )}ub ubmin Q Qφ φ

6  Pick iQ which contains the minimize ( )lb iQφ , then 
split it along the longest side with the two new small
rectangles 1 2,i iQ Q+ + .

7:  update 
Li=min 1 +1 +1{ ( ),..... ( ), ( )} \{ ( )}lb lb i lb i lb iQ Q Q Qφ φ φ φ
8  update
Ui=min 1 +1 +1{ ( ),..... ( ), ( )} \{ ( )}ub ub i ub i ub iQ Q Q Qφ φ φ φ

9  Pick the 1 2,i iQ Q+ +

10 if min Gϒ ∈  
11 set V = min 1,max( ) / 2ϒ + ϒ

12 If  V inside G
13  min 1,max=V else Vϒ ϒ =

14: if  1,max minγ γ ε− ≤ , the iteration stop else go to 
step 11 to find the point 
15: update the with a new rectangle 
16: stopping criterion if the stopping criterion is 
satisfied, go to step 3.  Otherwise set i=i+1, k=k+1.

5. Results
The simulation result and analysis should verify the 
following three sub-problems: (1) What the relation-
ship between V and the queue backlogs is? (2) How 
optimization performance value changes versus the 
different V values; (3) What the tradeoff between 
Lyapunov drift and penalty function is? Figure 10 
shows that the change of the relationship between 
the queue backlog, service rate and arrival rate when 
the V is equal to the 50. With the time-varying char-
acteristics of wireless channel, the user service rate 
changes with channel state. The weight associated 
with each user is set up by queue backlog at the cur-
rent time. At the beginning of the iteration, the arrival 
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We transform the constraint of formulation (21) into 
second-order conic optimization: 
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The main idea of the improved BB algorithm is to 
tighten the upper and lower bounds of each 
rectangular region by making the rectangular 
boundary point close to the feasible solution region 
G, thereby reducing the optimal solution search 
range and improving the convergence speed of the 
algorithm. The BB algorithm for WSRmax problem 
was summarized in following pseudo-code: 

Algorithm 1   the branch and bound algorithm for 
maximizing the weighted sum rate problem 

Initialization. 
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BB algorithm iteration: 
2：   For slot=1 to T 
3：   For i=1 to N 
4：   Split initQ  into 1Q and 2Q  
5：   L1= {Q} 1 2{ ( ), ( )}lb lbmin Q Qφ φ  
U1= {Q} 1 2{ ( ), ( )}ub ubmin Q Qφ φ  
6：Pick iQ which contains the minimize ( )lb iQφ , 

then split it along the longest side with the two new 
small 

 rectangles 1 2,i iQ Q+ + . 
7: update  
Li=min 1 +1 +1{ ( ),..... ( ), ( )} \{ ( )}lb lb i lb i lb iQ Q Q Qφ φ φ φ  
8：update 
Ui=min 1 +1 +1{ ( ),..... ( ), ( )} \{ ( )}ub ub i ub i ub iQ Q Q Qφ φ φ φ  

9： Pick the 1 2,i iQ Q+ +  
10： if min Gϒ ∈   
11： set V = min 1,max( ) / 2ϒ + ϒ  
12： If  V inside G 
13： min 1,max=V else Vϒ ϒ =  
14:   if  1,max minγ γ ε− ≤ , the iteration stop else go 

to step 11 to find the point  
15:       update the ⁮with a new rectangle  
16:  stopping criterion if the stopping criterion is 

satisfied, go to step 3.  Otherwise set i=i+1, k=k+1. 
 

5. Results 
The simulation result and analysis should verify the 
following three sub-problems: (1) What the 
relationship between V and the queue backlogs is? 
(2) How optimization performance value changes 
versus the different V values; (3) What the tradeoff 
between Lyapunov drift and penalty function is? 
Figure 10 shows that the change of the relationship 
between the queue backlog, service rate and arrival 
rate when the V is equal to the 50. With the 
time-varying characteristics of wireless channel, the 
user service rate changes with channel state. The 
weight associated with each user is set up by queue 
backlog at the current time. At the beginning of the 
iteration, the arrival rate is smaller than the service 
rate. That is because the queue backlog is large, so 
control policy increases the weights of the service 
rate, and the arrival rate is small. With the increase of 
iteration, queue backlog had been reducing, the 
curve of arrival rate growth to increase the system 
throughput.  
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Figure 10. Capacity throughput region and user rates 

To evaluate the performance of proposed Algorithm 
2, we consider a single fading realization. Figure 11 
shows the service rate values of the problem (25) 
under the control parameters V is equal to 50, 80 and 
100.  In Figure 11, we can conclude that there are two 
factors that influence the values of user service rate, 
channel state and queue weights. When queue 

（b）bound the region 
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rate is smaller than the service rate. That is because 
the queue backlog is large, so control policy increases 
the weights of the service rate, and the arrival rate is 
small. With the increase of iteration, queue backlog 
had been reducing, the curve of arrival rate growth to 
increase the system throughput. 
To evaluate the performance of proposed Algorithm 
2, we consider a single fading realization. Figure 11 
shows the service rate values of the problem (25) un-
der the control parameters V is equal to 50, 80 and 
100.  In Figure 11, we can conclude that there are two 
factors that influence the values of user service rate, 
channel state and queue weights. When queue back-
log is large, weights are also large, so under the same 
channel state, service rate will be increase.
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In Lyapunov optimization, the control parameter V 
is used to adjust the tradeoff between the Lyapunov 
drift and optimization objection. In Figure 12, we 
analyze the fitting curve trend of the arrival rate 
versus V. The throughput is the sum number of 
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communication system, it represents the system 
service capability. The arrival rate convergent by the 
V/q, so the curve slop is flatter with the increase of V. 
By contrast with the backlog, the throughput curve 
is increased with the growth of the control 
parameter V with O (V). We analyze the trend of 
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backlog curve decreased with the iteration slot. That 
is because with the jointing optimization control of 
arrival rate and service rate, the packets in the buffer 
will be decreased. In the Lyapunov drift and penalty, 
the penalty is representing the system throughput. If 
the value of parameter V increases, the proportional 
of the Lyapunov drift decreases, maximum 
throughput becomes a priority to be considered. 
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In Figure 14, we analyze the change of buffer 
capacity versus different SNR. The packet backlog 
decreases with the iterations, and tend to stable 
finally under the queue control policy. With the 
different SNR value, the decrease slope is different. 
When the SNR value is equal 40 dB, the slope is 
flatter. With the decrease of SNR, the packet backlog 
decreases from 70 to 10 after six times iteration. That 
is because that the higher SNR denote the better 
channel state, and the service rate will be large, so 
the backlog will not congest in the queue buffer. 
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Figure 14. The packet buffer backlog versus SNR  

6. Conclusions  
In this paper, we study the problem of safety message 
dissemination in the downlink of the LTE-based vehicular 
network. We design a delay-aware control policy under a 
cross-layer approach to realize the multi-user scheduling 
and maximize the system throughput based on the MISO 
system model. In the Lyapunov analysis framework, we 
decompose the optimization problem into some 
subproblems such as flow control, delay, transmission rate 
and power. We obtain the corresponding control policy by 
solving these subproblems. The power allocation 
subproblem is weighted sum rate problem and also is an 
NP-hard. We use the improved Branch-Bound algorithm 
to search the optimal solution in the feasible set by 
improving the upper and lower boundaries. In the end, we 
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is used to adjust the tradeoff between the Lyapunov 
drift and optimization objection. In Figure 12, we an-
alyze the fitting curve trend of the arrival rate versus 
V. The throughput is the sum number of arrived pack-
ets of the whole wireless communication system, it 
represents the system service capability. The arrival 
rate convergent by the V/q, so the curve slop is flatter 
with the increase of V. By contrast with the backlog, 
the throughput curve is increased with the growth of 
the control parameter V with O (V). We analyze the 
trend of fitting curve of queue backlog versus differ-
ent control parameter value in Figure 13. The queue 
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backlog is large, weights are also large, so under the 
same channel state, service rate will be increase. 
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capacity versus different SNR. The packet backlog 
decreases with the iterations, and tend to stable 
finally under the queue control policy. With the 
different SNR value, the decrease slope is different. 
When the SNR value is equal 40 dB, the slope is 
flatter. With the decrease of SNR, the packet backlog 
decreases from 70 to 10 after six times iteration. That 
is because that the higher SNR denote the better 
channel state, and the service rate will be large, so 
the backlog will not congest in the queue buffer. 
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backlog curve decreased with the iteration slot. That 
is because with the jointing optimization control of 
arrival rate and service rate, the packets in the buffer 
will be decreased. In the Lyapunov drift and penalty, 
the penalty is representing the system throughput. If 
the value of parameter V increases, the proportional 
of the Lyapunov drift decreases, maximum through-
put becomes a priority to be considered.
In Figure 14, we analyze the change of buffer capacity 
versus different SNR. The packet backlog decreas-
es with the iterations, and tend to stable finally un-
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der the queue control policy. With the different SNR 
value, the decrease slope is different. When the SNR 
value is equal 40 dB, the slope is flatter. With the de-
crease of SNR, the packet backlog decreases from 70 
to 10 after six times iteration. That is because that the 
higher SNR denote the better channel state, and the 
service rate will be large, so the backlog will not con-
gest in the queue buffer.

Figure 14 
The packet buffer backlog versus SNR
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6. Conclusions  
In this paper, we study the problem of safety message 
dissemination in the downlink of the LTE-based vehicular 
network. We design a delay-aware control policy under a 
cross-layer approach to realize the multi-user scheduling 
and maximize the system throughput based on the MISO 
system model. In the Lyapunov analysis framework, we 
decompose the optimization problem into some 
subproblems such as flow control, delay, transmission rate 
and power. We obtain the corresponding control policy by 
solving these subproblems. The power allocation 
subproblem is weighted sum rate problem and also is an 
NP-hard. We use the improved Branch-Bound algorithm 
to search the optimal solution in the feasible set by 
improving the upper and lower boundaries. In the end, we 
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6. Conclusions 
In this paper, we study the problem of safety message 
dissemination in the downlink of the LTE-based ve-
hicular network. We design a delay-aware control 
policy under a cross-layer approach to realize the 
multi-user scheduling and maximize the system 
throughput based on the MISO system model. In the 
Lyapunov analysis framework, we decompose the op-
timization problem into some subproblems such as 
flow control, delay, transmission rate and power. We 
obtain the corresponding control policy by solving 
these subproblems. The power allocation subproblem 
is weighted sum rate problem and also is an NP-hard. 
We use the improved Branch-Bound algorithm to 
search the optimal solution in the feasible set by im-
proving the upper and lower boundaries. In the end, 
we use MATLAB to simulate our algorithm, and the 
simulation result satisfied the theoretical derivation.
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