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‘With the popularity of the Internet, people’s lives are becoming more and more convenient. However, the net-
work security problems are becoming increasingly serious. This paper, aiming to better protect users’ network
security from the internal and external malicious attacks, briefly introduces the probabilistic neural network
and principal component analysis method, and combines them for detection of network intrusion data. Simu-
lation analysis of Probabilistic Neural Network (PNN) and Principal Component Analysis-Probabilistic Neu-
ral Network (PCA-PNN) are carried out in MATLAB software. The results suggest that the Principal Compo-
nent Analysis (PCA) algorithm greatly reduce the dimension of the original data and the amount of calculation.
Compared with PNN, PCA-PNN has higher accuracy and precision rate, lower false alarm rate, and faster de-
tecting speed. Moreover, PCA-PNN has better detecting performance when there are few training samples. In
summary, PCA-PNN can be used for the detection of network intrusion threat.
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1. Introduction

Since the advent of computers, the Internet [15] has  intrusion [8]. In the Internet information age, soft-
brought great convenience to our life. However, its  ware for cyber attacks is so easy to obtain that crim-
advantages also benefit criminals, providing a conve-  inals can maliciously attack the network at a low cost
nient platform for illegal crimes, such as hackers’ille- ~ without professional knowledge [12]. The use of net-
gal approach to confidential corporate data by cyber =~ works and computers are seriously affected by these
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malicious network attacks. Therefore, network in-
trusion detection is getting more and more attention
with the development of network. Related research
is as follows. Fossaceca et al. [1] applied multi-core
enhancement and multi-class Kelm to network in-
trusion detection. Simulation tests were carried out
and achieved the results of higher detecting rate and
lower false alarm rate than support vector machine.
Singh et al. [13] proposed an intrusion detection tech-
nology based on online sequential extremum learn-
ing machine. The simulation results showed that the
detecting accuracy was 98.66%, the false alarm rate
was 1.74%, and the detecting time was 2.43 seconds.
Hoz et al. [6] proposed a network anomaly detection
classification method, which combined statistical
techniques and SOM together. The simulation results
showed that the system can effectively detect net-
work intrusion data, and its detection capability can
be modified without retraining. In this study, a proba-
bilistic neural network (PNN) algorithm was used to
distinguish the data types of network intrusion. This
algorithm made full use of the historical information
of data intrusion and made a judgment on the data
types of intrusion by using Bayesian decision theory.
However, in the actual data detection, most types of
data have high feature dimension and contain a lot of
information, but the main feature dimension which
can be used to judge whether it is the intrusion data
is only a part of it, and the other dimensions are either
irrelevant or have little impact. Using this data direct-
ly will affect the PNN training or detection because
of redundant information. The main contribution of
of this study is that Principal Component Analysis
(PCA) is combined with PCA and PCA is used to re-
duce the dimension of detection data and remove the
redundant information, so as to improve the training
and detection effect of PNN. Moreover, the simula-
tion results also show that the PCA-PNN algorithm
has higher accuracy and precision and lower false
alarm rate than PNN algorithm.

2. Probabilistic Neural Network

Artificial neural network is a distributed parallel al-
gorithm that imitates human neural network, and its
types include Error Back Propagation (BP), Convolu-
tional Neural Networks (CNN), Time-delay Neural
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Networks (TDNN) and so on. In this paper, the prob-
abilistic neural network (PNN) with better classifica-
tion effect was used for network intrusion detection.
PNN judges the most probable type of input vector
by probability density function and Bayesian optimal
decision theory. Bayesian decision theory [9] is:

if plax)> p(blx), Vb #a

then xe€a

®

where x stands for the input vector, a,b stand for a
collection of two different types, and p(afx), p(b]x)
represent the probability that x belongs to a,b re-
spectively.

In short, Bayesian decision theory is to classify the
detected vector as the type of which its probability is
the highest among all types. The calculation of p(a|x)
is based on probability density function p(x|a) , and
its calculation formula [7] is as follows:

plalx) = p(a) p(xja)

2
| eXp(—illx_xzam" ) @
_ c
p(xla) = N, ; ool

where x,,, is the m-th training sample of type aand / is
the sample dimension.

According to the above theory, the basic structure of
PNN [5] is divided into an input layer, a sample layer,
a summation layer, and an output layer, as shown in
Figure 1.

Figure 1
The structure of the probabilistic neural network
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1 Calculation is not performed in the input layer, and
the input vector samples are only assigned to the
sample layer by a linear function.

2 Calculationis performed according to Equation (3)
after the input vector is received in the sample lay-
er. It is then passed down to the summation layer.

2
Vam = em(—M) ) )
o

where y,,, stands for the value passed by type a to
the summation layer and o stands for the smooth-
ing factor.

3 Linear summation is performed after the data is
received in the summation layer and its formula
[3] is as follows:

O L |
2.0 = 2ot )
a N b

a

@

where g,(x) stands for the overall probability of
the input vector x belonging to type a, and N, is
the total number of training samples in type a. It is
then passed to the output layer.

4 The output layer is also called the decision layer.
The number of output results of this layer is deter-
mined by the number of classification types, and
there is only one 1 and the rest are 0. The sum prob-
ability of the input vector in different types, which
is calculated by the summation layer, is received in
this layer. Then the type with the highest probabil-
ity is determined according to the Bayesian deci-
sion theory above, that is, definition (1). The output
of the type is 1, and the rest of the types are O re-
gardless of the probability.

3. Principal Component Analysis

PCA is short for principal component analysis [4]. Its
basic principle is to transform the original compo-
nent-related random vector into a component-unre-
lated random vector by means of orthogonal transfor-
mation, and then perform dimensionality reduction
on the transformed multi-dimensional variable sys-
tem. After that, the low-dimensional variable sys-
tem is transformed into a one-dimensional system
through the value function. In this paper, the variance
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is used to measure the correlation between variables,
and the new unrelated principal components are com-
bined according to the variance. After combining this
method with PNN, the calculation complexity can be
greatly reduced and the calculation efficiency can be
improved on the premise of ensuring the accuracy.

The calculation steps of PCA for input variables are
as follows:

1 The sample data is standardized to form matrix X.

2 The covariance matrix is calculated through ma-
trix X:

P
C — i=1 ,
X p- 1
where X, stands for the i-th row matrix, X, stands
for the vertical conversion of the i-th row matrix,
and p is the total number of rows in the matrix.

3 Jacobian matrix [10]is used to extract the eigenval-
ues of Cy and the corresponding eigenvectors, and
then the contribution and cumulative contribution
rates of the principal components is calculated:

A S
P
k=1 A

i

A
277: k=1
ZZ:I A

where 7 refers to the i-th principal component
contribution rate, A, refers to the i-th eigenvalue,
and ) p refersto the cumulative contribution rate
of the first i principal components.

7]:

6]

4 The input vector is sorted in the descending order
according to the main component contribution
rate. Then the eigenvectors corresponding to the
appropriate number of eigenvalue are selected ac-
cording to the cumulative contribution rate. The
eigenvectors are used to form matrix Q and the
data is finally obtained after dimensionality reduc-
tion according to

Y=X-0. )

As shown in Figure 2, in the learning process of PCA-
PNN, the training sample data is the first to input. In
this paper, the detection object of the PCA-PNN mod-
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el is network intrusion data. The numerical span of
different types of data is so wide that it would hinder
training and application if it is not dealt with stan-
dardization processing. After data standardization,
the above PCA method is adopted to reduce the di-
mension of the data. Then after data reduction, the
relevant parameters of the model are initialized ac-
cording to the data dimension, including the output
layer node, the sample layer node and the smoothing
parameters, etc. These data are calculated layer by lay-
erin PNN to get the final classification result, which is
compared with the actual result to perform precision
analysis. If the result does not conform to the require-
ments, the smoothing factor in PNN will be adjusted
and the datarecalculated. The training is repeated and
ends until the accuracy met the requirements. After all
steps, the data can be directly input for application. In
addition, the training and use process of PNN model
before improvement is similar to that of Figure 2 if the
step of principal component analysis is removed.

Figure 2
Learning process of PCA-PNN

Principal

Data component Gl
Input the data —>|standardization| ]| an;)lysis ——»| Initialization

r
4

Calculate the data Output the

layer by layerin | 5! classification |——»

PNN results
A

Precision

Meet
analysis 2l

require:
ment

End

. Adjust the smoothing factor
in PNN if requirements are not met

4. Simulation Experiment

4.1. Experimental Environment

The MATLAB software [14] is used to perform the
simulation analysis of the PNN and PCA-PNN de-
tection models. The experiments are carried out on
alaboratory server. The configuration of the server is
Windows 7 system, I7 processor and 16G memory.

4.2. Experimental Data

As shown in Table 1, the KDD99 data set [2] is used
in this paper. Each data in the data set is 42-dimen-
sional. The first 41 dimensions are the characteristic
attributes of the data. The last one is the decision at-
tribute, which indicates whether the data are abnor-
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mal or not and is used to detect the performance of
algorithm. The data set includes normal data and four
intrusion data of Dos, R2L, U2R and Probe, which can
simulate the real network environment.

Table 1
Experimental data

Type of data Normal Dos R2L U2R | Probe
Number of 500 | 600 100 @ 150 | 250
training samples
Numberoftest | )00 6000 1000 1500 @ 2500

samples

4. 3. Experimental Steps

1 Data processing: Among the 41-dimensional fea-
tures of the data in the KDD99 data set, only the
38-dimensional features are numbers and the
3-dimensional features are characters, which can-
not be directly recognized by PNN. Therefore, the
character features are first converted into digital
features and the final 41-dimensional features be-
come 122-dimensional digital features. In order to
eliminate excessive numerical span between dif-
ferent data, the maximum and minimum method
[11] is used to standardize the data:

X—X
y=—"">", ®)

Xmax ~ ¥min

where y stands for the standardized data, x stands
for the data that need to be standardized, x,;, stands
for the minimum value among the data, and x_,,
stands for the maximum value among the data.

2 Data dimension reduction: The dimension of the
data after standardization is still 122-dimension-
al without change. If the PNN model is used for
detection, the PNN layer-by-layer calculation is
directly performed. The dimension, however, is
so large that the data computation will increase.
Therefore, in the PCA-PNN model, PCA is used at
first to reduce the dimension of the data. Then, the
dimensional features to input are selected accord-
ing to the contribution and cumulative contribu-
tion rate of the new dimension. In this paper, the
new dimension with the cumulative contribution
up to 98% is set as the input vector.
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3 Model training: The processed data is input into
PNN and the model is repeatedly trained according
to the accuracy requirements. It is mainly to adjust
the smoothing factor in (0, 1].

4 Model detection: After the training of test model,
the test set samples are used for performance test.
Then the actual performance of two detection al-
gorithms was tested. A simple website is estab-
lished using server (1) in the laboratory. Then serv-
er (1) is connected with server (2) via the domain
name. The PNN and PCA-PNN algorithm was used
in server (2) to detect the data which are transmit-
ted to the website in server (1). In server (3), data
in KDD99 data set are sent to the website in server
(1) every ten minutes within three hours; the data
content is randomly selected, and the amount was
between 10 and 100.

4.4. Detecting Indices

Accuracy ACC, false alarm rate FAR, and precision
rate DR are adopted to evaluate the performance of
the algorithm. Its calculation formula is as follows:

4CC = TP +TN
TP+TN + FP+ FN
R:i , 9
TP+ FN
R—_ 1P
TP + FP

where TP refers to the number of samples which are
classified as attacks and are attacks in fact, TN refers to

Table 1
PCA results
N'umbef' of Contribution rate Cu.mu.l?tive
dimension contribution rate
1 0478 0478
2 0.223 0.701
3 0.149 0.850
4 0.095 0.945
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the number of samples which are classified as normal
and moreover are normal in fact, F'P refers to the num-
ber of samples which are classified as normal but are
attacks in fact, and FIN refers to the number of samples
which are classified as attacks but are normal in fact.

In addition, for the network intrusion detection mod-
el, it is not only the high detecting accuracy but also
the fast detecting speed that is needed to issue alarms
and interception in time. Therefore, the detecting
time is also used as the evaluation index in this paper.

4.5. Experimental Results

As shown in Table 2, the dimension of KDD99 data
after PCA dimensionality reduction reduces from
122 to 8. The dimensions are arranged in descending
order of contribution rate. It can been seen from the
table that the cumulative contribution is 0.987 for the
6th dimension, which means that the new dimension
1~6 provides 98.7% effective information. According
to the present standard of cumulative contribution
rate, 98%, the new dimension 1~6 is selected as the in-
put vector of PCA-PNN.

As shown in Figure 3, the detecting accuracy of PNN
is 94.77% for normal data, 98.81% for Dos, 62.62% for
R2L, 63.54% for U2R, and 63.51% for Probe. The de-
tecting accuracy of PCA-PNN is 97.63% for normal
data, 98.86% for Dos, 82.44% for R2L, 82.89%for U2R,
and 88.12% for Probe. It can be clearly seen from the
figure that PCA-PNN has higher accuracy in detect-
ing both the normal and attack data, and the accuracy
of the two models was close except in the detection of
Dos attack data.

Number of . Cumulative
. . Contribution rate .
dimension contribution rate
5 0.028 0.973
6 0.014 0.987
7 0.007 0.994
8 0.006 1.000
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Figure 3

The accuracy of two models in detecting different types of
data
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As shown in Figure 4, the detecting false alarm rate
of PNN is 7.53% for the normal data, 2.07% for Dos,
35.75% for R2L, 35.78% for U2R, and 32.15% for
Probe. The detecting false alarm rate of PCA-PNN is
3.36. % for the normal data, 1.87% for Dos, 16.33% for
R2L, 16.15% for U2R, and 13.25% for Probe. It can be
clearly seen from the figure that PCA-PNN has lower
detecting false alarm rate except in the detection of
the Dos attack data.

Figure 4

False alarm rate of two models in detecting different types
of data
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As shown in Figure 5, the detecting precision rate of
PNN is 88.36% for the normal data, 96.45% for Dos,
59.35% for R2L, 60.75% for U2R, and 60.27% for
Probe. The detecting precision rate of PCA-PNN is
93.34% for the normal data, 94.55% for Dos, 79.66% for
R2L, 79.11% for U2R, and 83.35% for Probe. It can be
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clearly seen from the figure that PCA-PNN has high-
er detecting precision rate for all data except the Dos
attack data. Moreover, comparing the three detecting
indices of different types of data, it can be found that
no matter which detection model is used to detect the
normal data and Dos data, the accuracy and precision
rate are higher, and the false alarm rate is lower. The
reason is that there are relatively more training and
test samples which are normal or belong to Dos type
and the training is more. However, PCA-PNN is less
affected by the number of small training samples and
has stable performance compared with PNN.

Figure 5
The precision rate of two models in detecting different

types of data
Dos RIL R Probe

Types of data
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As shown in Figure 6, the time of PNN detection is
35.38 sand the time of PCA-PNN detectionis 6.13s. It
can be clearly seen from the figure that the detecting
time of PCA-PNN is much shorter than that of PNN.

Figure 6
Detecting time of two detection models
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The reason is that the PCA-PNN model reduces the
data from the original 122-dimension to the 6-dimen-
sion with only main features by the PCA algorithm.
The computation of data is greatly reduced so that the
calculation speed is improved and the detecting time
is reduced.

As shown in Figure 7, in the simulation web page pro-
tection network constructed in the laboratory, the de-
tection accuracy, precision and false alarm rate of the
PNN model is 89.2%, 86.2% and 8.33% for network
intrusion data; the detection accuracy, precision and
false alarm rate of th PCA-PNN model is 97.6%, 95.2%
and 3.33% for network intrusion data. It can be seen
from Figure 7 that even in the complex web protec-
tion network, the PCA-PNN model has higher accu-
racy and precision and lower false alarm rate than the
traditional PNN model.

Figure 7
The detection performance of the two detection models in
website protection
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5. Discussion

Although the rapid development of network technolo-
gy greatly facilitates people’s life, it also increases risks
of network intrusion. The diversity and complexities
of network intrusion data make the traditional passive
firewall technology gradually difficult to effectively in-
tercept dangerous data. Therefore, the more active net-
workintrusiondetectiontechnologyhasbeengradually
widely used. The PCA-PNN model in this study mainly
analyzed the probability of the type of intrusion data
using the Bayesian decision theory in PNN network,
so as to judge the type of intrusion data, and the PCA
is used to reduce the dimension of the detected data,
delete the redundant data, and improve the detection
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efficiency. The experimental results demonstrated that
the detection accuracy and precision of the PCA-PNN
model are higher than that of the traditional PNN mod-
el, and the false alarm rate is lower than that of PNN
model when KDD99 data set is taken as the training
set and testing set in a simple simulation environment;
then in the simulation web page network environment
set up in the laboratory server, the accuracy and preci-
sion of the PCA-PNN model are still higher than that
of the PNN model, and the false alarm rate is lower.
The reason is that the amount of network intrusion
data is large, and the dimension is high. For example,
the KDD99 data set used in the simulation experiment
in this study has 122 dimensions. However, the feature
information reflecting whether the data belongs to the
intrusion data and the type of intrusion data usually
is only a part, and the other dimensions have little im-
pact. The traditional PNN model only performs simple
preprocessing on the detected data before detection;
the high data dimension not only increases the calcu-
lation amount, but also interferes with the calculation
of the model and increases the error. In this study, the
PCA-PNN model makes PCA on the preprocessed data
to obtain data dimension containing recognition fea-
tures and deletes redundant data. On the one hand, it
reduces the amount of computation; on the other hand,
it also reduces the error of the detection model. In con-
clusion, the PCA-PNN model not only has less detec-
tion time, but also has higher detection accuracy and
precision and lower false alarm rate.

For the PCA-PNN model, the training focuses on ad-
justing the parameters in the model to reduce the error
as much as possible, so as to improve the performance
of the detection model. PSO evolutionary algorithm
can improve the performance of detection model. By
imitating the foraging of birds in nature, PSO algo-
rithm regards the parameters to be optimized as pop-
ulation particles and then iteratively evolves them to
find the optimal parameters. One of the future research
directions of this study is to optimize the parameters
of PNN with PSO evolutionary algorithm, so as to im-
prove the performance of detection model.

6. Conclusion

This paper briefly introduces a probabilistic neural
network and PCA and combines them for network in-
trusion data detection. Then, the simulation analysis
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of PNN and PCA-PNN is performed in MATLAB soft-
ware. Theresults are as follows: (1) the contribution rate
and cumulative contribution rate of the new dimension
is obtained through PCA algorithm, and the 122-dimen-
sional original data is reduced to the 6-dimensional
data; () different types of data have different accuracy,
precisionrate and false alarmrate; compared with PNN,
PCA-PNN have higher accuracy and precision rate, and
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