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Intelligent homes are one of the most expanded technologies included in the definition of Internet of Things. 
These technology allow us to exercise control over our own apartment/house. As a control, we can understand 
energy consumption, monitoring, healthy eating as well health care. One of the elements of such a system are 
interface and interaction with it. In order to increase the possibilities and encourage people to invest in such 
technologies, it is important to increase the possibilities and forms of system visualization. One of the novel 
idea is to use augmented reality to increase the quality of Internet of Things applications. In this work, we pro-
pose a model to increase interaction between the user and the system installed at home. The proposed solution 
is based on the use of data obtained by the camera and microphone in smartphones to extract selected features 
and process them for the purpose of increasing interaction. Presented technique can be applied to image and 
voice samples using similar technique of processing (based on key-points searching algorithm). Such action 
can allow to increase the range of operation system, to simplify the life of the household members, in particular, 
the elderly and the disabled people. Model of the operation system has been described and tested to indicate 
the potential benefits of using augmented reality as an additional human-machine communication interface. 
Moreover, proposed technique of processing different type of input data like video, image and sound can be used 
for feature extraction and further classification purposes.
KEYWORDS: Augmented Reality, Intelligent System, Internet of Things, Artificial Intelligence, Neural Net-
works, Image Processing. 

1. Introduction
Augmented reality is one of the most interesting 
achievements in the field of games or communication 

interfaces between the application and the user. En-
abling manipulation of the reality image with the help 
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of a camera available in every smartphone has opened 
new possibilities in other areas where phones, tablets 
or other equipment are used, enriched with certain 
sensors. Communication between these devices is 
particularly important, which contributes to the in-
crease of quality as well the quantity and diversity of 
acquired data from the environment, which is the nat-
ural environment. Communication between various 
technological accessories such as smartwatch and 
smartphone allows to check the health of the user by 
examining, for example, the pulse and its analysis. The 
possibility  of using the camera means that the photo 
can be quickly processed and analyzed. As the effect 
of its action, the obtained results can be presented to 
the user in a simple and comprehensible way. It is this 
use of new technologies that indicates the increase of 
our life’s comfort as well its control.
Above all, enhancement of opportunities is visible 
in the areas of intelligent technologies as well games. 
Especially the second type which is the games causes, 
that players have more expectations from  graphics 
and playability. It results in rapid technological devel-
opment. The continuous increase of possibilities also 
means that not only hardware is improved, but also the 
software and technologies behind it. It is thanks to the 
games that the augmented reality gained such popu-
larity. More precisely, thanks to the game built on the 
basis of classic creatures and the selection of a good age 
group of young people who, thanks to nostalgia, grabbed 
their smartphones and gave the game a chance. Talking 
about Pokemon Go, which has become one of the big-
gest phenomena of recent years [6, 12]. The use of aug-
mented reality made it possible to locate creatures in 
reality thanks to the camera build in smartphones. An 
additional advantage was the possibility of catching 
these creatures, which is an interesting aspect of mod-
ifying reality with the use of additional sensors [15, 18].
However, it is worth noting that the game itself was 
just the beginning. Then, the augmented reality has 
been used for various purposes increasing the effects 
obtained using the camera itself. An example is the 
analysis of the sky by searching for different stars, 
placing the constellations  or even observing sun path 
[23, 25]. Technology is being improved to now, and 
used primarily on the Internet of Things. It was the 
use of this technology in the application of image anal-
ysis and data measurement that turned out to be very 
useful. It is certainly particularly important to illus-
trate something to users, an example of which may be 

an additional interface or indication of certain things 
in the image which may not be visible or overlooked 
by the user. An example of a goal can be visually im-
paired people, for whom the augmented reality seen 
from up close can enlarge a given image and improve 
its quality or even modify it to increase their security. 
It is worth noting that scientists are developing the 
technology of augmented reality as well as looking for 
practical applications to use the full potential of it. 
An important achievement is the construction of ho-
lographic near-eye displays that can affect the future 
of virtual modification of the reality [16]. The tech-
nology has also found its application in learning and 
navigation [10]. Difficult topics in the fields of biology 
and physics in schools were only possible by sketch-
ing general mechanisms. Now, by the use of phones or 
glasses, it is possible to create simulations of various 
phenomena. Such activities not only diversify learn-
ing in schools, but also provide the opportunity to 
better understand the issue and visualization of it. In-
creasing the presence of additional elements as part 
of the perception of reality is also analyzed through 
context awareness [7]. There is also the opportunity 
to raise people’s awareness of existing threats, nega-
tive emotions to protect the environment and reduce 
the sales of nicotine [13]. Analysis of interfaces for the 
use of speech has been shown in [2, 9]. An interesting 
idea is the use of gamification through which some 
interfaces for such purposes can be created [5]. The 
use of augmented reality in different types of activi-
ties (like games, education) allows to assume, that it 
also can be useful in human machine interaction met 
in Internet of Things applications. In the presented 
applications, different algorithms are used, especially 
artificial intelligence techniques that are constantly 
being developed [19, 24].
In this work, we present the use of modified artifi-
cial intelligence methods to find selected objects and 
display the obtained information in an accessible 
form to the user. This type of technique can be used 
in various ways, including in the kitchen, where the 
camera will register objects in the refrigerator and 
display the possible combinations of recipes. Anoth-
er application is to inform the user about a possible 
life threatening situation based on the found objects. 
In addition, we assume that in order to increase the 
capabilities of the offered interface to the user, the 
system should offer the possibility of voice control. 
The work presents a mathematical model containing 
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processing voice and image sample in similar way. 
The process obtain some features of the samples that 
can be used to create input data for neural classifier. 
The theoretical part is supplemented with tests and 
their analysis depending on different configuration 
and due to wider practical application. 

2. Image Processing
To describe the operation of the model and data pro-
cessing, several assumptions need to be made. Sup-
pose that a user uses a camera on a smartphone or tab-
let. In addition, suppose that the recorded video has a 
record of 24 frames per one second. Processing each 
frame would be too burdensome for the hardware, so 
we will take only one frame every two seconds. This 
action allows to minimize the number of calculations. 
Having one frame, the next step is to locate objects. 
However, first you need to find key points, that is, those 
that have certain unique properties. An algorithm 
looking for these points is Speeded Up Robust Features 
(SURF) presented in [1]. The detector’s operation is 
based on the approximate value of the Hessian matrix. 
This matrix defines blob detector, and the Haar‘s wave-
let is used as a descriptor which is not used in this ver-
sion. The Hessian matrix is defined as follows
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Lxx(x,ω)=I(x) ∂2

∂x2 g(ω), (2) 

Lyy(x,ω)=I(x) ∂2

∂y2 g(ω), (3) 

Lxy(x,ω)=I(x) ∂2

∂xy
g(ω). (4) 

The algorithm assumes calculating the determinant of this matrix by the use of the following equation 

det�Happroximate�=DxxDxy-�wDxy�2,                  (5) 

where w is the coefficient identified with the weight of the input image I, and Dxx is associate with Lxx(x,ω) 
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else I(i,j)=black
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where  I(i,j) is a specific pixel at selected position, and functions R(⋅), G(⋅), and B(⋅) refers to the components 
of RGB color system. Binarization has allowed to remove insignificant pixels. Depending on the color of the 
middle pixel, the average hue of the remaining pixels is counted and if the quotient of these two values 
meets the inequality below 
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where 𝐻𝐻�����(𝑖𝑖, 𝑖𝑖)� defines hue value which can be calculated as 

(1)

where the matrix coefficients are a convulsive opera-
tion on the integral picture I and the partial derivative 
using Gaussian kernels g(ω). The formula for this co-
efficients can be presented as
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where w is the coefficient identified with the weight 
of the input image I, and Dxx is associate with Lxx(x, ω) 
because of approximation of this value and discrete 
kernels. Having calculated this determinant, all local 
maximum values are considered to be extremes witch 
can be identified with key-points of a given image I. 
Algorithm may return a very large set of key-points, 
that may causes that it will be distinguish to  locate 
different objects from each other. For this purpose, 
it is necessary to minimalize this number of points. 
The solution is based on checking and evaluating the 
neighbors values. For each found key-point, Nearest 
neighbors are checks in relation to the current point 
in terms of quality. Quality is understood as the level 
of the edge of a given point relative to the entire neigh-
borhood. To illustrate this process, let’s assume that 
we have a given pixel at position (x, y), and the ana-
lyzed neighborhood is a size equal to n × n (hereinaf-
ter referred to as a grid), where a given pixel is located 
in the middle. The selected grid is binarized, i.e. for 
each pixel in position (i, j) in the grid, we replace a giv-
en color according to the formula below
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If a given pixel does not satisfy the Equation (7), it is removed. Illustrating this process is shown in Fig. 1.  
The next step is to create sets representing the objects in the image. The problem is choosing key points that 
can reflect the object. To make this possible, the image is aligned with the edge detection filter [4]. In such a 
prepared image, it is checked whether there is a way to go through white pixels between these two points. 
If it exists, we assume that the key points belong to the same set. Otherwise, the second one automatically 
create a new set. We recognize the path between two pixels when the Euclidean distance between them is 
equal to 1. 
Using these sets representing objects, for each of them, a new bitmap is created. Each of these points in a 
given set is placed on created bitmap, and all pixels around them are transferred from the original image. 
The size of the newly created bitmap is defined in advance for all samples. In the case when a given set goes 
beyond its area, a larger image is created and then reduced to a given one. This action is necessary that all 
objects could be correctly classified at a next stage.  
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The classification will take place via the Convolutional Neural Network (CNN). These type of classifiers are 
based on the action of primary cortex in human brain [11]. The biggest difference in relation to other types 
of neural structures is the type of entry. Classically, the input is a numeric vector, and in this case, the sample 
is saved as an image. Hence the earlier requirement to maintain one dimension for all samples representing 
objects. The network is composed of three types of layers. The first one is called convolutional which has 
one purpose – extract the features. It is done by the applying some filters on the image. These filters are 
marked as 𝜔𝜔 and they are written as a square matrix. There may be several layers of this type and each of 
them can have different filter. The most known filters used here are Gaussian blur or sharpening [8]. The filter 
works on the principle of modifying the image by moving this filter on the image by the given step S. The 
next type of layer is known as pooling. The layer is designed to reduce the size of the image by selecting the 
most important pixels. The choice is made using some the function describing the operation of minimizing, 
maximizing or averaging the pixel value in a given area. The idea of operation is similar to the use of a filter, 
with the difference that there is no filter, only the function that selects pixels to be transferred to a new, 
reduced image. The third type is named as fully connected and its structure and operation is almost the 
same as the classic neural structure. To describe it, these layer is composed of smaller parts, in classic rea-
soning knows as hidden layers and output layer. There may be many hidden ones, but only one output. As 
the entrance to first, hidden type, there is one image, where for each pixel, there is one neuron.  
CNN is composed from three type of layer, but which are placed in a certain, specific arrangement. Layers 
named convolutional and polling are placed at the beginning, alternately and in the number selected by the 
user. Then there is exactly one layer names as fully connected, which is the end of this structure. 
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cally, the input is a numeric vector, and in this case, 
the sample is saved as an image. Hence the earlier re-
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three types of layers. The first one is called convolu-
tional which has one purpose – extract the features. 
It is done by the applying some filters on the image. 
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a square matrix. There may be several layers of this 
type and each of them can have different filter. The 
most known filters used here are Gaussian blur or 
sharpening [8]. The filter works on the principle of 
modifying the image by moving this filter on the im-
age by the given step S. The next type of layer is known 
as pooling. The layer is designed to reduce the size of 
the image by selecting the most important pixels. The 
choice is made using some the function describing 
the operation of minimizing, maximizing or averaging 
the pixel value in a given area. The idea of operation 
is similar to the use of a filter, with the difference that 
there is no filter, only the function that selects pixels 
to be transferred to a new, reduced image. The third 
type is named as fully connected and its structure 
and operation is almost the same as the classic neu-
ral structure. To describe it, these layer is composed 
of smaller parts, in classic reasoning knows as hidden 
layers and output layer. There may be many hidden 
ones, but only one output. As the entrance to first, 
hidden type, there is one image, where for each pixel, 
there is one neuron. 
CNN is composed from three type of layer, but which 
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The structure itself is useless if it is not trained using 
sample datasets for a correct classification. The most 
well-known algorithm of training is the backprop-
agation algorithm. These algorithm operate on the 
principle of minimizing the error on the whole struc-
ture by modifying the values of weights, which are 
burdened by connections between layers. The error 
is calculated at the end of the network by a dedicated 
function f(·). To describe the idea of this algorithm, let 
us assume several signs. As the value returned by the 
neuron at position (i, j) on l-th layer will be a deriva-
tive of the form 
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Pooling layer  does not participate in the structure training.  
In this way, the classifier is trained until the selected error or the given iteration is reached. Each of the 
objects found in the form of a picture is given to the network to automatically decide what the object is. 
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Having the formula on the gradient, the error on the convolutional layer can be calculated as 
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Pooling layer  does not participate in the structure training.  
In this way, the classifier is trained until the selected error or the given iteration is reached. Each of the 
objects found in the form of a picture is given to the network to automatically decide what the object is. 
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In a similar way as image processing described in the previous section, such method can be used for sound 
processing. The recorded digital sound will be saved in the form of bits, so it is given in a discrete form. 
However, the sample itself is not possible to be analyzed, so it is necessary to calculate the given signal 
s𝜎n𝜎=(s0,s1,…,sN-1) by a discrete Fourier transform used as 
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where all calculated values are complex number. The sound signal in this form can be written as an image, 
i.e. spectrogram. It is a time-frequency graph, where the values in the graph indicate intensity and are 
marked by the selected shade of color. The formula for calculating the spectrogram value is presented in the 
following way 
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Such a spectrogram may be cut in relation to a certain period of time. Assume that a given image will be cut 
every k seconds, then this samples can use be used as data to train previously described convolutional neural 
network (see Fig. 2).  
  

System Operation Model  

The user using the smartphone has access to the camera and microphone. For example, suppose that user is 
in a smart home that is managed by intelligent technology. Additionally, let the system be connected to the 
user through the application on his smartphone. This solution is convenient because of communication and 
human-machine interaction.  
All operations like recording video data through the camera and sound by the use of microphone are down-
loaded in real time and processed on smartphones. However, CNN training must be done on an external 
server. It is a long and burdensome process. Moreover, if the CNN should classify a large number of objects, 
the time needed for it is much longer. The larger is training database, the longer will be time to train classi-
fier. For this reason, the user must have access to a trained network. So, the expanding database of new 
elements (which are added during whole living time of the system) should be on an external server or cloud, 
where the CNN would be trained all the time to increase its accuracy and extend its functionality. The user 
could use the update to download the new configuration of the classifier. 
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The structure itself is useless if it is not trained using sample datasets for a correct classification. The most 
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where 𝜎𝜎𝜎𝜎𝜎𝜎 is understood as a function that determines the activation of a given neuron in a layer. The 
algorithm operates from the last layer to the first one, so the error on the previous layer will be calculated 
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objects found in the form of a picture is given to the network to automatically decide what the object is. 
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In a similar way as image processing described in the previous section, such method can be used for sound 
processing. The recorded digital sound will be saved in the form of bits, so it is given in a discrete form. 
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4. System Operation Model 
The user using the smartphone has access to the cam-
era and microphone. For example, suppose that user 
is in a smart home that is managed by intelligent tech-
nology. Additionally, let the system be connected to 
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Figure 3
Visualization of the operation of the proposed system

the user through the application on his smartphone. 
This solution is convenient because of communica-
tion and human-machine interaction. 
All operations like recording video data through 
the camera and sound by the use of microphone are 
downloaded in real time and processed on smart-
phones. However, CNN training must be done on an 
external server. It is a long and burdensome process. 
Moreover, if the CNN should classify a large number 
of objects, the time needed for it is much longer. The 
larger is training database, the longer will be time to 
train classifier. For this reason, the user must have ac-
cess to a trained network. So, the expanding database 
of new elements (which are added during whole living 
time of the system) should be on an external server or 
cloud, where the CNN would be trained all the time to 
increase its accuracy and extend its functionality. The 
user could use the update to download the new config-
uration of the classifier.
It is worth noting that if the user had to be able to con-
trol the voice, the application should contain two, sep-
arate classifiers. One designed for sound and the other 
for the image. Such a solution makes a lot of sense due 

 

 

It is worth noting that if the user had to be able to control the voice, the application should contain two, 
separate classifiers. One designed for sound and the other for the image. Such a solution makes a lot of sense 
due to the hardware load, although the requirement for proper functioning is continuous access to the In-
ternet network. Described idea is presented as visualization in Fig. 3. 

Construction of the User Interface 

The user interface should be simple and intuitive. When the technology of augmented reality is used, it 
should be borne in mind that the presented objects will overlap the visible image. It is important that the 
buttons or messages appearing are not on other objects. The basic elements will be the minimization and 
closing buttons, which should appear either at the top of the screen or on the left or right as an additional 
bar. The idea of an additional area, excluded from the view may be a good solution -- in such a place all the 
necessary options can be placed depending on the needs of the system.  
Image processing causes that every two seconds one video frame is downloaded, on which objects are ex-
tracted. Each of these objects can be marked on the screen. If the database is extensive, the situation may 
arise that the registered image will be covered with information about found elements. To avoid this, objects 
only from a given category could be displayed. For example, when searching for a recipe for a dish, the 
camera should capture objects from the food category. Going further, the camera will register the objects 
that we have in the refrigerator, whether in the cabinet and based on these objects will find a recipe for the 
dish, which can be made using owned ingredients. Such a recipe must find its place on the screen, although 
it may be badly picked up by the elderly or visually impaired. Therefore, the name of the dish should be 
correctly displayed, and then the ingredients with their proportions should be indicated. Such targeting on 
the found object is possible in several ways. The first one is to display the arrows placed in the image, but 
in such a way that the user has the impression that they are in reality. The other one is to design an object 
(some kind of robot/bear) that will indicate and inform about the objects.  On the basis of the described 
interface example, any other can be created. This construction of user interfaces with the use of augmented 
reality is presented in Figure 4. 
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The user interface should be simple and intuitive. 
When the technology of augmented reality is used, 
it should be borne in mind that the presented objects 
will overlap the visible image. It is important that the 
buttons or messages appearing are not on other ob-
jects. The basic elements will be the minimization 
and closing buttons, which should appear either at the 
top of the screen or on the left or right as an addition-
al bar. The idea of an additional area, excluded from 
the view may be a good solution – in such a place all 
the necessary options can be placed depending on the 
needs of the system. 
Image processing causes that every two seconds one 
video frame is downloaded, on which objects are ex-
tracted. Each of these objects can be marked on the 
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screen. If the database is extensive, the situation may 
arise that the registered image will be covered with 
information about found elements. To avoid this, ob-
jects only from a given category could be displayed. 
For example, when searching for a recipe for a dish, 
the camera should capture objects from the food cat-
egory. Going further, the camera will register the ob-
jects that we have in the refrigerator, whether in the 
cabinet and based on these objects will find a recipe 
for the dish, which can be made using owned ingredi-
ents. Such a recipe must find its place on the screen, 
although it may be badly picked up by the elderly or 
visually impaired. Therefore, the name of the dish 
should be correctly displayed, and then the ingredi-
ents with their proportions should be indicated. Such 
targeting on the found object is possible in several 
ways. The first one is to display the arrows placed in 
the image, but in such a way that the user has the im-
pression that they are in reality. The other one is to 
design an object (some kind of robot/bear) that will 
indicate and inform about the objects.  On the basis of 
the described interface example, any other can be cre-
ated. This construction of user interfaces with the use 
of augmented reality is presented in Figure 4.

Figure 4
Construction of exemplary interfaces based on augmented reality. In first two screenshots, there are small arrows indicating 
the location of bananas, and on the next ones, there is small figure indicating the same position

  

Construction of exemplary interfaces based on augmented reality. In first two screenshots, there are small 
arrows indicating the location of bananas, and on the next ones, there is small figure indicating the same 
position 

 

 
 

Experiments  

The work proposed three things - image and sound processing and interface construction. In the case of 
image processing, two databases were used. The first one is called Food-101 [3], which has 101 categories of 
prepared dishes, and exactly 101,000 photos. The second base consisted of a dozen or so categories of images 
of fruits and vegetables and other kitchen ingredients from the dataset ImageNet 2011 Fall (Marrow, vege-
table marrow; Raw vegetable, rabbit food; Drupe, stone fruit; Fruit etc.) built with a total of 6348 images 
[11]. The algorithm for the detection and classification of objects has been tested on various configurations 
of bases consisting of three filters such as Gaussian blur, sharpen and emboss. CNN was trained in a ratio 
of 70:30 (trained to tested) depending on the archived error (to the error that was the stop criterion). In the 
case of fully-connected layer, the construction was chosen in empirical way. Several layer configurations 
were used with different numbers of neurons (in particular, the number of layers from the range 1-10, where 
the number of neurons ranged from 10-15) and the one with the higher accuracy was chosen. The final 
configuration was composed of 8 layers and 14 neurons in each of them. 
Filters were selected in two configuration: I – {Gaussian blur, sharpen, emboss}, II – {sharpen, Gaussian blur, 
emboss}. The measurements of classification effectiveness are presented in Table 1. The highest efficiency 
was obtained for the error equal to 0.00001 where it value to nearly 90% when using the second configura-
tion of convective layers. In the case of the first set, the effectiveness was slowly increased in contrast to the 
other. The reason for this is the poor selection of filters. In order to check the effectiveness, 2 000 other images 
were added to the database, which should be classified incorrectly. The correctness of the best classification 
is presented in the form confusion matrix in Fig. 5. Unfortunately, it took almost a month to train the CNN 
for such error. The smaller is the error, and the knowledge base is larger, the learning time will be relatively 
longer and it will counted in weeks. 
The proposed technique for voice processing, we tested for a dedicated core database for 5 people and com-
posed of 5x40=200 samples, where the created samples had two simple sentences – “Where are the bananas?”, 
“Change the data display mode.”. For each of the samples, a spectrogram was created and trimmed with respect 
to k seconds (where k∈{1,2,3,4}). CNN was constructed with 3 convolutional layer with the previously de-
scribed configuration.  

6. Experiments 
The work proposed three things - image and sound 
processing and interface construction. In the case of 
image processing, two databases were used. The first 
one is called Food-101 [3], which has 101 categories 
of prepared dishes, and exactly 101,000 photos. The 
second base consisted of a dozen or so categories of 
images of fruits and vegetables and other kitchen in-
gredients from the dataset ImageNet 2011 Fall (Mar-
row, vegetable marrow; Raw vegetable, rabbit food; 
Drupe, stone fruit; Fruit etc.) built with a total of 6348 
images [11]. The algorithm for the detection and clas-
sification of objects has been tested on various con-
figurations of bases consisting of three filters such as 
Gaussian blur, sharpen and emboss. CNN was trained 
in a ratio of 70:30 (trained to tested) depending on 
the archived error (to the error that was the stop cri-
terion). In the case of fully-connected layer, the con-
struction was chosen in empirical way. Several layer 
configurations were used with different numbers of 
neurons (in particular, the number of layers from the 
range 1-10, where the number of neurons ranged from 



Information Technology and Control 2018/4/47698

10-15) and the one with the higher accuracy was cho-
sen. The final configuration was composed of 8 layers 
and 14 neurons in each of them.
Filters were selected in two configuration: I – {Gauss-
ian blur, sharpen, emboss}, II – {sharpen, Gaussian blur, 
emboss}. The measurements of classification effec-
tiveness are presented in Table 1. The highest efficien-

Figure 5
Obtained confusion matrix for the classifier trained to error 
0.00001 and second set of convolutional layer configuration 
(image)

Table 1
The obtained effectiveness for both configuration of CNN

Error Configuration I Configuration II

0.1 56% 60%

0.01 59%       66%

0.001 65% 73%

0.0001 66% 84%

0.00001 71% 89%

cy was obtained for the error equal to 0.00001 where it 
value to nearly 90% when using the second configura-
tion of convective layers. In the case of the first set, the 
effectiveness was slowly increased in contrast to the 
other. The reason for this is the poor selection of filters. 
In order to check the effectiveness, 2 000 other images 
were added to the database, which should be classified 
incorrectly. The correctness of the best classification is 
presented in the form confusion matrix in Fig. 5. Un-
fortunately, it took almost a month to train the CNN for 
such error. The smaller is the error, and the knowledge 
base is larger, the learning time will be relatively longer 
and it will counted in weeks.

The proposed technique for voice processing, we 
tested for a dedicated core database for 5 people and 
composed of 5x40=200 samples, where the created 
samples had two simple sentences – “Where are the ba-
nanas?”, “Change the data display mode.”. For each of 
the samples, a spectrogram was created and trimmed 
with respect to k seconds (where k∈{1,2,3,4}). CNN 
was constructed with 3 convolutional layer with the 
previously described configuration. 

The obtained results are presented in Tables 2 and 
3. It should be noted that much better results are ob-
tained using the second filter configuration (similar 
to image classification). Each classifier was checked 
against the error and time of the samples. The best 
results in both configurations were obtained for 

Table 2
Efficiency of the classifier relative to the first configuration

Error
Effectiveness

1 2 3 4

0.1 33% 34% 29% 23%

0.01 35% 34% 31% 25%

0.001 37% 37% 33% 30%

0.0001 40% 46% 38% 35%

0.00001 44% 51% 48% 43%

Table 3
Efficiency of the classifier relative to the second configuration

Error
Effectiveness

1 2 3 4

0.1 30% 34% 36% 32%

0.01 35% 52% 49% 38%

0.001 47% 67% 56% 42%

0.0001 61% 83% 70% 46%

0.00001 72% 91% 78% 51%

samples of length equal to 2 seconds. For the second 
configuration, efficiency was approximately 91%. For 
such a trained CNN, the correctness of classification 
for this database was tested, but with more samples – 
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there were added an additional 100 samples with oth-
er sentences of similar length. The results are shown 
in Fig. 6. Obtained results for above best configura-
tion was measured by some statistical coefficient like 
accuracy Γ, Dice’s coefficient Λ, overlap Ψ, sensitive 
Y and specificity Φ. Formulas for this coefficient are 
presented as

  

Sk=∑ snexp �- 2πink
N
� ,    0≤k≤N-1N-1

n=0 ,               (10) 
where all calculated values are complex number. The sound signal in this form can be written as an image, 
i.e. spectrogram. It is a time-frequency graph, where the values in the graph indicate intensity and are 
marked by the selected shade of color. The formula for calculating the spectrogram value is presented in the 
following way 
spectrogram�s(t)�(t,f)=|S(t,f)|2,                     (11) 
where function S() is understood as short-time Fourier transform and define as 
S(m,f)=∑ S(n)w(n-m)exp (-jfn)∞

n=-∞          (12) 
where w() is a window function, an example of which can be a Welch function known as 

w(n)=1- �n-0.5(N-1)
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2.                                        (13) 

Such a spectrogram may be cut in relation to a certain period of time. Assume that a given image will be cut 
every k seconds, then this samples can use be used as data to train previously described convolutional neural 
network (see Fig. 2).  
  

System Operation Model  

The user using the smartphone has access to the camera and microphone. For example, suppose that user is 
in a smart home that is managed by intelligent technology. Additionally, let the system be connected to the 
user through the application on his smartphone. This solution is convenient because of communication and 
human-machine interaction.  
All operations like recording video data through the camera and sound by the use of microphone are down-
loaded in real time and processed on smartphones. However, CNN training must be done on an external 
server. It is a long and burdensome process. Moreover, if the CNN should classify a large number of objects, 
the time needed for it is much longer. The larger is training database, the longer will be time to train classi-
fier. For this reason, the user must have access to a trained network. So, the expanding database of new 
elements (which are added during whole living time of the system) should be on an external server or cloud, 
where the CNN would be trained all the time to increase its accuracy and extend its functionality. The user 
could use the update to download the new configuration of the classifier. 
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Φ= TN
TN+FP

,                                     (18) 
where used parameters, in all formulas, were understood in the following way  -- TP as true positive, FP as 
false positive, TN as true negative and FN as false negative. The values for these coefficient are shown in 
Table 5. Calculated coefficients for image and voice classification are particularly different in case of overlap 
and specificity. The specificity parameter determines the effectiveness in classifying and rejecting erroneous 
input data. The value for the image classifier is low due to the large difference between positive and negative 
samples in the test database. For classifying the sound samples, this problem did not appear because the 
database was smaller and similarly varied in terms of the samples number. This also confirms the value of 
overlap which is the measurement of the similarity between two sets. This results indicates that for such 
used database, the obtained results are good. This is particularly important in the case of sound, where the 
number of samples was not too large. The level of significance was at p = 0.05. Density function was calcu-
lated for both obtained results and described in Fig. 9, the formula was 

d(x)= 1
σ√2π

exp �- (x-μ)2
2σ2 � ,                            (19)  

where 𝜇𝜇 is the expected value and 𝜎𝜎� is a variance.  
The proposed solution was also compared with others, new solution presented in [20, 26, 27], with the same 
set of images.  The results were presented in bar form in Fig. 7 where it can be seen that the effectiveness of 
the proposed solution for such a database. Proposed technique is better by approximately 2% than others, 
however, it is possible that in the case of more samples, the remaining classifiers would be better. Despite 
such a number of samples, the proposed technique for classifying sound files can be applied by the use of 
image processing approach. It is also worth noting that the process of training such a large number of sam-
ples in each method proved to be very time-consuming. For additional usability tests, the System Usability 
Scale (SUS) [14] was used and the average scores are presented in Table 6. The obtained scores were aver-
aged and allow to calculate SUS score using the following equation 
SUS=��∑ pii∈{1,3,5,7,9} -5�+�25-∑ pii∈{2,4,6,8,10} ���2,                       (20)                                      
where 𝑝𝑝� means number of points for question number 𝑖𝑖. The obtained score was 77.5 which is considered 
a good results. The users indicated the simplicity and ease of use. The suggested implementation has not 
received the highest notes, although it is worth paying attention to the low scores for odd-numbered ques-
tions. Only in the groups of older people was it pointed out that the size of the added elements could be 
larger. 
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Table 4
The obtained grades on a scale of 0-10 for the use of a given 
interface

Age 7-15 15-18 18-25 25-40 40-65 Avg

No people 10 10 15 25 15

Interface 
with trace 4.6 6.9 8.4 8.2 7.1 7.04

Interface 
with helper 
object

8 9.2 7.5 6.2 7.3 7.64

Table 5
The obtained statistical coefficients accuracy Γ, Dice’s 
coefficient Λ, overlap Ψ, sensitive Y and specificity Φ for 
CNNs, both trained to 0.00001 for image and voice

Γ Λ Ψ Y Φ 

Image 0.889 0.994 0.873 0.998 0.134

Voice 0.91 0.934 0.671 0.918 0.892

in Table 5. Calculated coefficients for image and voice 
classification are particularly different in case of 
overlap and specificity. The specificity parameter de-
termines the effectiveness in classifying and rejecting 
erroneous input data. The value for the image classi-
fier is low due to the large difference between positive 
and negative samples in the test database. For classi-
fying the sound samples, this problem did not appear 
because the database was smaller and similarly var-
ied in terms of the samples number. This also con-
firms the value of overlap which is the measurement 
of the similarity between two sets. This results indi-
cates that for such used database, the obtained results 
are good. This is particularly important in the case 
of sound, where the number of samples was not too 
large. The level of significance was at p = 0.05. Density 
function was calculated for both obtained results and 
described in Fig. 9, the formula was
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where μ is the expected value and σ2 is a variance. 
The proposed solution was also compared with oth-
ers, new solution presented in [20, 26, 27], with the 
same set of images.  The results were presented in 
bar form in Fig. 7 where it can be seen that the effec-
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tiveness of the proposed solution for such a database. 
Proposed technique is better by approximately 2% 
than others, however, it is possible that in the case of 
more samples, the remaining classifiers would be bet-
ter. Despite such a number of samples, the proposed 
technique for classifying sound files can be applied 
by the use of image processing approach. It is also 
worth noting that the process of training such a large 
number of samples in each method proved to be very 
time-consuming. For additional usability tests, the 
System Usability Scale (SUS) [14] was used and the 
average scores are presented in Table 6. The obtained 
scores were averaged and allow to calculate SUS score 
using the following equation

  

d(x)= 1
σ√2π

exp �- (x-μ)2
2σ2 � ,                            (19)  

SUS=��∑ pii∈{1,3,5,7,9} -5�+�25-∑ pii∈{2,4,6,8,10} ��⋅2,                       (20)                                      
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where pi means number of points for question num-
ber i. The obtained score was 77.5 which is considered 
a good results. The users indicated the simplicity and 
ease of use. The suggested implementation has not re-
ceived the highest notes, although it is worth paying 
attention to the low scores for odd-numbered ques-
tions. Only in the groups of older people was it pointed 
out that the size of the added elements could be larger.
In the case of interface, we asked a group of 75 peo-
ple to test the simplest application that indicates the 
location of bananas. Each of them was to evaluate 
both interfaces using a scale from 0-10. The obtained 
results are presented in Table 4. The average grades 
indicate a much better reception of a certain object, 
which indicates where something is located than the 
application of the idea of the trace. However, the high-
est scores received this system for younger users who 
appreciate more interaction and more objects. In the 

older age groups, the solution consisting in displaying 
a trace or arrows was considered more interesting. It 
is noting that in this proposed solution, human ma-
chine interaction is made constantly. It means that 
there are feedback loops. User can say some words, 
and camera can record some image and this informa-
tion are processed. As the results some data are pre-
sented to user in augmented reality approach. 
The displayed information should be presented 
in quick and easy way. It is also important that the 
amount of information displayed on the screen may 
affect the speed of the application (the more infor-
mation is presented to the user, the operation may be 
slower). For the presented interfaces, the number of 
arrows or the size of the creature has been selected 
due to the users’ ratings on their own smartphones 
(the requirement was to have a built-in gyroscope). 
The obtained results have been depicted in Fig. 8. It is 
easy to notice that the size of displayed elements are 
quite small what is the cause of ratings. As the main 
argument of such action is a better view of reality, as 
well faster operation of the application. 
Communication between the available system and 
the user can be done over the phone, but to allow ma-
nipulation of the reality seen by the user, the system 
must have access to it. Access can take place via built-

Figure 7
Comparison of selected classification methods on the database 
used in the problem of sound classification in this paper
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Table 6
The obtained scores for SUS

Question Avg score

I think that I would like to use this system 
frequently.

3

I found the system unnecessarily complex. 1

I thought the system was easy to use. 4

I think that I would need the support of a tech-
nical person to be able to use this system.

2

I found the various functions in this system 
were well integrated.

4

I thought there was too much inconsistency in 
this system.

1

I would imagine that most people would learn 
to use this system very quickly.

4

I found the system very cumbersome to use. 1

I felt very confident using the system. 3

I needed to learn a lot of things before I could 
get going with this system.

2



701Information Technology and Control 2018/4/47

Figure 8
User rating for the size of displayed objects

Figure 9
Graph of density function

  

  
 
The presented solution of the operating model, as well the construction of the human-machine interface, 
allows to increase the accessibility of smart technology and its improvement with additional advantages. 
As part of this work, the presented interfaces have proven to be intuitive and simple for each, tested age 
group. Interface should be simple and intuitive because of different target groups – from the youngest to 
the oldest. It is worth adding that except these two features, the interface should be characterized by clarity 
with the image being intercepted. In addition, the proposed techniques for extracting data from image and 
sound show great potential. The methods were tested only within selected knowledge databases and a few 
categories, but the achieved level of efficiency was almost 90%. 
However, the presented solution is not perfect, because its biggest disadvantage is the time of training using 
databases consisting of a large amount of data. If the system requires detection and recognition of many 
object, the training can take even weeks and more. It is worth noting that once trained network can be at-
tached to an application or system and no longer modified. However, such a solution brings with it the 
problem of different room lighting, as well the appearance of new objects unknown to the classifier. Despite 
this disadvantage, the operating model can be used with selected system modules, such as presented and 
tested at work, i.e. kitchen help, especially for older people.  
 
Table 4 
The obtained grades on a scale of 0-10 for the use of a given interface 
Age 7-15 15-18 18-25 25-40 40-65 Avg 
No 
people 

10 10 15 25 15  

Inter-
face 
with 
trace 

4.6 6.9 8.4 8.2 7.1 7.04 

Inter-
face 
with 
helper 
object 

8 9.2 7.5 6.2 7.3 7.64 

 
Presented solution can be used in smart technologies like smart homes where can indicate some objects, or 
as an aid in the natural environment, and show the way. Moreover, it can be used as help for small children 
to help them to find parents (displayed on the TV). This can be created using smart technologies and build-
in sensors to locate them and exchange data between apps.  In addition, this can be a particularly interesting 
solution in the application as a help for drivers to improve the navigation system. It is worth noting that the 
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As part of this work, the presented interfaces have 
proven to be intuitive and simple for each, tested age 
group. Interface should be simple and intuitive be-
cause of different target groups – from the youngest 
to the oldest. It is worth adding that except these two 
features, the interface should be characterized by 
clarity with the image being intercepted. In addition, 
the proposed techniques for extracting data from 
image and sound show great potential. The methods 
were tested only within selected knowledge databas-
es and a few categories, but the achieved level of effi-
ciency was almost 90%.
However, the presented solution is not perfect, be-
cause its biggest disadvantage is the time of training 
using databases consisting of a large amount of data. If 
the system requires detection and recognition of many 
object, the training can take even weeks and more. It 
is worth noting that once trained network can be at-
tached to an application or system and no longer mod-
ified. However, such a solution brings with it the prob-
lem of different room lighting, as well the appearance 
of new objects unknown to the classifier. Despite this 
disadvantage, the operating model can be used with se-
lected system modules, such as presented and tested at 
work, i.e. kitchen help, especially for older people. 
Presented solution can be used in smart technologies 
like smart homes where can indicate some objects, or 
as an aid in the natural environment, and show the 
way. Moreover, it can be used as help for small chil-
dren to help them to find parents (displayed on the 
TV). This can be created using smart technologies 
and build-in sensors to locate them and exchange data 
between apps.  In addition, this can be a particularly 
interesting solution in the application as a help for 
drivers to improve the navigation system. It is worth 
noting that the technology used is slowly used in var-
ious life support applications [14, 17, 21, 22], which 
allows us to state that the proposed technique can 
be useful as a locator of certain objects in reality and 
used as an auxiliary module in other applications.

7. Conclusions 
In this article, we presented the mechanism of ana-
lyzing data downloaded from smartphone by the use 
of built-in sensors. This technique uses image pro-
cessing approach and can be used to analyze images 

 

 

technology used is slowly used in various life support applications [14, 17, 21, 22], which allows us to state 
that the proposed technique can be useful as a locator of certain objects in reality and used as an auxiliary 
module in other applications. 
 
Table 5 
The obtained statistical coefficients accuracy Γ, Dice’s coefficient Λ, overlap Ψ, sensitive Υ and specificity Φ 
for CNNs, both trained to 0.00001 for image and voice 

 Γ Λ Ψ Υ Φ 
Image 0.889 0.994 0.873 0.998 0.134 
Voice 0.91 0.934 0.671 0.918 0.892 

 
Figure 9 
Graph of density function 

 

Conclusions  

In this article, we presented the mechanism of analyzing data downloaded from smartphone by the use of 
built-in sensors. This technique uses image processing approach and can be used to analyze images as well 
sound samples after prior conversion to the spectrometer. It was used to extract some information from 
natural environment and presents the direction of the searched objects using augmented reality. Addition-
ally, examples of interface structures for such use were presented. 
It is worth noting that, despite good results, this is not an ideal tool. Especially in the case of increasing 
databases or possibilities of application. These types of problems can be the further subject of research to 
increase the efficiency of data processing methods. It is also worth paying attention to the growing use of 
gamification, which could be used to improve the interaction between human and machine.  

 
Table 6 
The obtained scores for SUS 

Question Avg score 
I think that I would like to 
use this system fre-
quently. 

3 

I found the system un-
necessarily complex. 

1 

I thought the system was 
easy to use. 

4 

I think that I would need 
the support of a technical 
person to be able to use 
this system. 

2 

in sensors on smartphone. Such activities using the 
augmented reality allow not only to manipulate what 
the user sees, but also to use it to improve it by dis-
playing additional information or proposing a solu-
tion based on available objects that are previously 
found by the system.
The presented solution of the operating model, as well 
the construction of the human-machine interface, al-
lows to increase the accessibility of smart technolo-
gy and its improvement with additional advantages. 
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as well sound samples after prior conversion to the 
spectrometer. It was used to extract some informa-
tion from natural environment and presents the di-
rection of the searched objects using augmented real-
ity. Additionally, examples of interface structures for 
such use were presented.
It is worth noting that, despite good results, this is 
not an ideal tool. Especially in the case of increasing 
databases or possibilities of application. These types 

of problems can be the further subject of research to 
increase the efficiency of data processing methods. It 
is also worth paying attention to the growing use of 
gamification, which could be used to improve the in-
teraction between human and machine. 
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