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The CSG classifier (Classifier based on Simple Granules of Knowledge) is the rough set method based on the 
usage of rough mereology indiscernibility classes in the classification process. The classified objects are cov-
ered by r-indiscernible objects, which are involved in voting for decision. This simple method designed for sym-
bolic data works surprisingly effective, what was proven in our previous works. The classifier among others 
turned out to be resistant for damages because it can absorb missing values. Seeing the effectiveness of boosting 
scheme with the rough set methodology, we were motivated to conduct a series of experiments to check the be-
haviour of our CSG method in the Ensemble model. In this article, we have checked Arcing, Bootstrap Commit-
tee (The Pure Bagging) and Ada-Boost with the Monte Carlo split. For experimentations, we have chosen the 
selected data from the UCI Repository. The results show the high level of stabilisation and further potentials of 
boosting effect for our classifier.
KEYWORDS: rough sets, rough inclusions, granules of knowledge, classification of symbolic data, CSG classi-
fier, Bootstrap Ensemble, Ada-Boost, Arcing.

1. Introduction
In the recent works, we have developed a classifier 
based on simple granules of knowledge (CSG) [1, 2, 
14]. This method is in the group of rough set classi-
fiers based on the granular structures developed by 
Polkowski [15]. Granular classification became really 
effective for significant reduction of the training deci-
sion system size. 

The ensemble scheme of classification (Boosting), in 
the case of rough set methods is really effective (see 
[7-10], [16]), therefore, we decided to examine the ap-
plicability of the selected methods on our classifiers.
The Boosting consists of sequential production of 
classifiers where each classifier is dependent on the 
previous one and focuses on the previous one’s error 
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[11, 17, 22]. Incorrectly classified objects are chosen 
more frequent to training sets. The Ensemble of Boot-
straps [23] forms a group of classifiers where each 
classifier is dependent on the previous one, however, 
there is no influence on the classification accuracy.
In this work, we have conducted three types of experi-
ments, where the first one consists of the stabilisation 
of classification based on the Committee of Bootstraps 
[19]. The second is based on Arcing [5, 18], and the third 
is Ada-Boost with the Monte Carlo split [11, 17, 22].
The rest of the article is organised as follows. In Sec-
tions 1.1-1.3, we provide the theoretical introduction 
to the CSG classifier. In Section 2, we give a brief de-
scription of chosen Boosting methods. In Section 3, we 
report the results of experiments with their interpre-
tation. Finally, in Section 4, we present the conclusion 
and outline of future works. The following sub-sec-
tions also explain the theoretical fundamentals.

1.1. Theory in the Nutshell
An information system [12] is a pair ),( AUI = , 
where U is the universe of objects (samples), and 
A is a set of conditional attributes. Decision sys-
tem is a triple ( , , ),DS U A d=  where Ad ∉ . The 
basic form of granulation in decision and informa-
tion systems consists in partitioning U into classes 
of the indiscernibility relation )(AIND  defined as 

. Each class  
[u]A = {v ∈ U: a(u) = a(v), ∀ a ∈ A} is interpreted as 
an elementary granule and unions of elementary gran-
ules are granules of knowledge. Another approach to 
granulation proposed in [15] consists in using rough 
inclusions, cf. [15].
A rough inclusion [15] is a relation µ U U [0,1],⊆ × ×  
which can be regarded as graded similarity re-
lation extending the indiscernibility relation by 
relaxing restrictions on attribute values. We let 

.
In our approach, we use rough inclusion proposed in 
[15] to classify test objects. Test object u is classified 
by granules, which are formed from the training set as 
follows:

}
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where ]1,0[∈granr
 
is the granulation radius. 

The samples inside the granule transfer decision to 
our test object. If tie occurs, it is resolved by a ran-
dom choice. This type of classification is one of the 
simplest among those studied by the author cf. [3, 4, 
13]. The results of research for optimal parameters 
for this method are available in [2]. In that work, this 
approach is continued and the main purpose is to find 
a threshold of the optimal parameter stability for the 
random damage to the decision system. Additionally, 
the method for experimental detecting of the optimal 
radius value for a given data set, by means of multiple 
CV-5 and subsequent confirmation by means of Leave 
One Out, was proposed [2]. 
As soon as the optimal value is found for the test data, 
it can be used for classification of incoming objects 
without any need for full granulation procedure.
We will now describe the background information re-
garding how the classifiers are considered in terms of 
rough set theory.

1.2. Classification by Simple Granules of 
Knowledge - Theoretical Background
The rough inclusion is defined as ),,(µ ryxπ , where 

yx,  are individual objects and [0,1].r ∈ This inclusion 
satisfies the following requirements in relation to a 
given part relation π  on a set U of individual objects, 
see [15]:

)];,,(µ),,(µ[)1,,(2.µ ryzrxzyx πππ ⇒⇒

.

Those requirements seem to be intuitively clear.  
1. demands the predicate πµ  to be an extension to the 
relation πing  of the underlying system of Mereology; 
2. does express monotonicity of πµ , and 3. assures the 
reading “to degree at least r”. We use here only one 
rough inclusion, albeit a fundamental one, viz., see 
[15] for its derivation:

.
||

|),(|),,(µ r
A

vuINDrvuL ≥⇔

A granule ),(g ruμ  
about u in U of the radius r, rela-

tive to μ , is defined by letting 

),(g ruμ  is ClsF(u,r),
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where the property F(u,r) is satisfied with an object 
v if and only if ),,( ruvμ  holds, and Cls is the class 
operator, see, e.g., [15]. Practically, in case of Lμ , 
the granule ),(g ru  collects all v from U such that  
|IND(v,u)|  ≥  r × A.

1.3. The Procedure of Classification via CSG 
Algorithm
1 For a given training decision system (Utrn,A,d) and 

the test system (Utst,A,d), The granular radius 

}
}{
}{,...,

}{
1,

}{
0{rgran Acard

Acard
AcardAcard

∈
 
,

where card means the number of attributes in the 
set A.

2 For a classified test object tstUu ∈ , the classifica-
tion granule )(ug

granr  
is found in the training set Utrn  

as follows:

 
 where ]1,0[∈granr .

4 The most numerous decision class of granule 
)(ug

granr  transfers decision to our test object. If tie 
occurs, it is resolved randomly.

2. Boosting Methods
In this section, we present a short description of meth-
ods used in our work to boost CSG classifier. First of 
all, the description of Pure Bagging is presented.

2.1. Bootstrap Ensembles (Pure Bagging)
It is the random committee of bootstraps [23], a 
method in which the original decision system (the 
basic knowledge) is split into (TRN) training data set 
and (TSTvalid) validation test data set. For the TRN 
system, and fixed number of iterations, we form new 
training systems (NewTRN) by random choice with 
returning of card{TRN} objects. In all iterations, we 
classify the TRNvalid system in two ways: the first of 
them is based on the actual NewTRN system and the 
second one is based on the committee of all performed 
classifications. In the committee, majority voting is 
performed and the ties are resolved randomly.

2.2 Boosting Based on Arcing 
The method is similar to the previous one, but this 
time we use Bootstraps in the Ensemble model. The 
TRN is split into two data sets NewTRN and NewT-
ST (see [5] and [18]). The split is based on Bootstraps 
and the NewTRN system is formed by importance 
weights assigned to training objects. The objects are 
chosen for the NewTRN with a fixed probability de-
termined by such weights. The weights are initially 
equal, but after the first classification of the NewTST 
system based on NewTRN, the weights are modified 
in such a way that well-classified objects have the 
weights lowered. The weights before their applica-
tion require normalization. The method presented 
above is called Arcing. In each iteration of learning, 
the newly formed NewTRN system classifies the 
TSTvalid system in this single iteration separately. 
In addition, it takes part in the classification of TST-
valid as one of the weak classifiers in the committee 
of classifiers for all iterations performed until the 
given time. In Arcing, the factor for weights modifi-
cation is equal to 

1-Accuracy/Accuracy.

2.3. Ada-Boost with Monte Carlo Split
It is a similar method of classification to the one pre-
viously described, but here a different method for 
NewTRN and NewTST forming has been used (see 
[11, 17, 22]). The TRN data set is split according to 
the fixed ratio. The objects of NewTRN are chosen 
according to significance weights. The good split ra-
tio is about 0.6, because it is close to the approximate 
size of the distinguishable objects in the bootstraps. 
The rest of the algorithm works in a similar way to 
the previously described.
Results of experiments are presented in the next sec-
tion.

3. The Results of the Experiments
In this section, we check the boosting effect on our 
CSG classifier. Experiments with the use of multiple 
Cross Validation (CV-5) [6] method and the exempla-
ry data from UCI Repository [21] (the list of data is 
displayed in Table 1) have been conducted. We have 
developed tools for experimentations in C++. In the 
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classification accuracy increases, and eventually, for 
the radius 0.571429 with the average size of gran-
ules equal to 8.4, the best precision of classification 
is obtained. For the higher radii, the granules are too 
small and the information is faded which results in 
the accuracy diminishing. The analogous regulari-
ty was observed for the rest of the investigated data 
sets. For example, the best results for the Heart Dis-
ease and Nursery data sets are shown in Figures 4 
and 5, respectively. The accuracy of classification is 
stabilised in the Ensemble scheme significantly – the 
classifier is highly boosted. In Figures 6 to 9, the re-
sult of Pure Bagging (the committee of Bootstraps) 
is presented. In Figures from 6 to 8, the result for an 
Australian credit is shown, and in Figure 9, the result 
for Heart Disease is given. As it can be seen, the best 
results produced by our method are fully comparable 
with those obtained by the previous method, howev-

Table 1 
The list of  examined data sets from UCI Repository 

Name Attr type attr_no obj_no class_size

Australian-credit categorical, integer, real 15 690 2

Heart disease categorical, real 14 270 2

Nursery categorical 9 12960 5

Table 2 
The average size of classification granules in Bagging model 
(Arcing) for Australian Credit data set

Radius Average size

0 172

0.0714286 172

0.142857 168.5

0.214286 155.6

0.285714 129.08

0.357143 109

0.428571 52

0.5 24.4

0.57 8.4

0.64 1.9

above experiments, a complete spectrum of granula-
tion radii for classification was used. In this article, 
selected, representative results for three methods of 
boosting are shown. An exemplary information of the 
full spectrum of radii and the average size of classifi-
cation granules for Australian credit data set is shown 
in Tables 2 to 4. 
The results of this work are shown in Figures 1 to 13. 
The results of Arcing for Australian Credit Approval 
data set and the selected radii from 0.5 to 0.642857 
are given in Figures 1 to 3. The average size of clas-
sification granules is from 155.6 to 1.9. As it can be 
seen, the classification accuracy for the committee 
is really stable starting from the 20th iteration and 
increases until the radius is too high and the granule 
is too small. For the smaller radii, the classification 
granules contain the noise and the classification is 
not precise. When lowering the size of granules, the 

Table 3 
The average size of classification granules in Pure Bagging model

Radius Average size

0 345

0.0714286 344.5

0.142857 338.3

0.214286 312.6

0.285714 258.5

0.357143 182.2

0.428571 106.4

0.5 48.3

0.57 15.5

0.64
0.71

3.4
0.5
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er, the stability of classification for the raising radii is 
rather poor. This method works satisfactory for the 
stabilisation of classifier, however, it is difficult to an-
ticipate the regularity. Finally, from Figures 10 to 13, 
the exemplary result for Ada Boost algorithm with the 
Monte Carlo split is presented. In Figures 10 to 12, the 
result for the Australian Credit is given. In addition, 
in Figure 13, the result for Heart Disease is presented. 
The Boosting effect for Ada Boost is really stable. The 
regularity is similar to Arcing. The results show that 
the CSG classifier can be Boosted in a really effective 
way by using Ensemble scheme. 
Seeing the results, Arcing seems to be the best method 
for the CSG classifier. Despite the fact that the Pure 
Bagging in the best cases is fully comparable with 
Arcing, the Arcing is more regular. Somebody can ask 
about the optimality of parameters for CSG classifier 
and the way of proper parameters selection. The opti-
mal parameters for CSG classifier can be obtained by 
double granulation of data sets, without any classifi-
cation process, which was shown in [14].

Figure 1 
Exemplary result for Bagging based on Arcing, Australian Credit dataset, Mean size of classification granules is 24.4, the 
radius = 0.5

Table 4 
The average size of classification granules in Ada-Boost model

Radius Average size

0 172

0.0714286 171.8

0.142857 168.6

0.214286 155.6

0.285714 129.2

0.357143 91.7

0.428571 53.5

0.5 23.1

0.57 7.8

0.64
0.71

1.8
0.25

10

Table 2. The average size of classification granules in Bagging model (Arcing) for Australian Credit data set

Radius Average size
0 172
0.0714286 172
0.142857 168.5
0.214286 155.6
0.285714 129.08
0.357143 109
0.428571 52
0.5 24.4
0.57 8.4
0.64 1.9

Figure 1. Exemplary result for Bagging based on Arcing, Australian Credit dataset, Mean size of classification granules is 24.4, 
the radius = 0.5

Figure 2. Exemplary result for Bagging based on Arcing, Australian Credit dataset, Mean size of classification 
granules is 8.4, the radius = 0.571429
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Figure 2 
Exemplary result for Bagging based on Arcing, Australian Credit dataset, Mean size of classification granules is 8.4, the 
radius = 0.571429

Figure 3 
Exemplary result for Bagging based on Arcing, Australian Credit dataset, Mean size of classification granules is 1.9, the 
radius = 0.642857
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Figure 4 
Exemplary result for Bagging based on Arcing, Heart Disease dataset, Mean size of classification granules is 44.1 , the 
radius = 0.307692

Figure 5 
Exemplary result for Bagging based on Arcing, Nursery dataset, Mean size of classification granules is 4.7, the radius = 0.875
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Figure 6 
Exemplary result for Pure Bagging, Australian Credit dataset, Mean size of classification granules is 48.3, the radius = 0.5

Figure 7 
Exemplary result for Pure Bagging, Australian Credit dataset, Mean size of classification granules is 15.5, the radius = 0.571429
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Figure 8 
Exemplary result for Pure Bagging, Australian Credit dataset, Mean size of classification granules is 3.4, the radius = 0.642857

Figure 9
Exemplary result for Pure Bagging, Heart disease dataset, Mean size of classification granules is 106.5, the radius = 0.428571

14

Figure 8. Exemplary result for Pure Bagging, Australian Credit dataset, Mean size of classification granules is 3.4, the radius = 
0.642857

Figure 9. Exemplary result for Pure Bagging, Heart disease dataset, Mean size of classification granules is 106.5, the radius = 
0.428571

Table 4. The average size of classification granules in Ada-Boost model

Radius Average size
0 172
0.0714286 171.8
0.142857 168.6
0.214286 155.6
0.285714 129.2
0.357143 91.7
0.428571 53.5
0.5 23.1
0.57 7.8
0.64 1.8
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Figure 8. Exemplary result for Pure Bagging, Australian Credit dataset, Mean size of classification granules is 3.4, the radius = 
0.642857

Figure 9. Exemplary result for Pure Bagging, Heart disease dataset, Mean size of classification granules is 106.5, the radius = 
0.428571

Table 4. The average size of classification granules in Ada-Boost model

Radius Average size
0 172
0.0714286 171.8
0.142857 168.6
0.214286 155.6
0.285714 129.2
0.357143 91.7
0.428571 53.5
0.5 23.1
0.57 7.8
0.64 1.8
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Figure 10 
Exemplary result for Ada-Boost, Australian Credit dataset, Mean size of classification granules is 23.1, the radius = 0.5

Figure 11 
Exemplary result for Ada-Boost, Australian Credit dataset, Mean size of classification granules is 7.8, the radius = 0.571429

15

0.71 0.25

Figure 10. Exemplary result for Ada-Boost, Australian Credit dataset, Mean size of classification granules is 23.1, the radius = 
0.5

Figure 11. Exemplary result for Ada-Boost, Australian Credit dataset, Mean size of classification granules is 7.8, the radius = 
0.571429
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Figure 10. Exemplary result for Ada-Boost, Australian Credit dataset, Mean size of classification granules is 23.1, the radius = 
0.5

Figure 11. Exemplary result for Ada-Boost, Australian Credit dataset, Mean size of classification granules is 7.8, the radius = 
0.571429
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Figure 13 
Exemplary result for Ada-Boost, Heart Disease dataset, Mean size of classification granules is 44.3, the radius = 0.307692

Figure 12 
Exemplary result for Ada-Boost, Australian Credit dataset, Mean size of classification granules is 1.8, the radius = 0.642857

16

Figure 12. Exemplary result for Ada-Boost, Australian Credit dataset, Mean size of classification granules is 1.8, the radius = 
0.642857

Figure 13. Exemplary result for Ada-Boost, Heart Disease dataset, Mean size of classification granules is 44.3, the radius = 
0.307692

4. Conclusion
In this work, the boosting effect on the classifier based 
on simple granules of knowledge (CSG classifier)
have been investigated. The Ensemble scheme turned 
out to be really effective and the classifier was 
improved in a significant way. Despite the fact that 
Pure Bagging works in terms of accuracy very well in 
many cases, the Arcing and Ada Boost are the most 
stable for the CSG classifier. The Arcing seems to be 
slightly better than Ada Boost. As we anticipated, in
the classification (boosting) process, accuracy depends 
on the size of the classification granules. Commencing 
with the bigger granules, the classifier is disturbed by 

noise in the classification process. On the other hand,
using too small granules, the classification process 
loses some information from the data. In both cases,
the accuracy can be lowered. The best way is to use 
the optimal radii of classification with the proper size 
of granules [14]. In conclusion, the CSG can be 
effectively boosted what was shown in experiments
presented in this work.
In future works, it is planned to perform more 
experiments to verify the boosting effect on the CSG 
classifier dedicated to the numerical data with the use 
of descriptors indiscernibility ratio.
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many cases, the Arcing and Ada Boost are the most 
stable for the CSG classifier. The Arcing seems to be 
slightly better than Ada Boost. As we anticipated, in
the classification (boosting) process, accuracy depends 
on the size of the classification granules. Commencing 
with the bigger granules, the classifier is disturbed by 

noise in the classification process. On the other hand,
using too small granules, the classification process 
loses some information from the data. In both cases,
the accuracy can be lowered. The best way is to use 
the optimal radii of classification with the proper size 
of granules [14]. In conclusion, the CSG can be 
effectively boosted what was shown in experiments
presented in this work.
In future works, it is planned to perform more 
experiments to verify the boosting effect on the CSG 
classifier dedicated to the numerical data with the use 
of descriptors indiscernibility ratio.
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4. Conclusion
In this work, the boosting effect on the classifier based 
on simple granules of knowledge (CSG classifier) have 
been investigated. The Ensemble scheme turned out 
to be really effective and the classifier was improved 
in a significant way. Despite the fact that Pure Bagging 
works in terms of accuracy very well in many cases, 
the Arcing and Ada Boost are the most stable for the 
CSG classifier. The Arcing seems to be slightly better 
than Ada Boost. As we anticipated, in the classifica-
tion (boosting) process, accuracy depends on the size 
of the classification granules. Commencing with the 
bigger granules, the classifier is disturbed by noise in 
the classification process. On the other hand, using 
too small granules, the classification process loses 

some information from the data. In both cases, the 
accuracy can be lowered.  The best way is to use the 
optimal radii of classification with the proper size of 
granules [14]. In conclusion, the CSG can be effective-
ly boosted what was shown in experiments presented 
in this work.
In future works, it is planned to perform more exper-
iments to verify the boosting effect on the CSG clas-
sifier dedicated to the numerical data with the use of 
descriptors indiscernibility ratio.
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