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In global mobility networks (GLOMONET), to provide secure and privacy-preserving communication among 
authorized mobile users in roaming services is not an easy task. To achieve authorized communication, mutual 
authentication is performed among legal users in GLOMONET. Therefore, security as well as privacy should 
be addressed in designing the security protocols for GLOMONET. In recent years, most of the research work 
is focused on one-way authentication and does not have desirable security attributes. In this paper, we discuss 
the development of authentication protocol for GLOMONET. To address security and privacy issues in autho-
rized communication, we proposed a provably secure authentication protocol for GLOMONET. To identify the 
resistance against known attacks, we have analyzed the scheme against all known attacks. The comparative 
study on the security and performance with the related results manifests that the proposed scheme addresses 
the security and privacy challenges and avails comparable performance.
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1. Introduction
Global Mobility Networks (GLOMONET) provide 
the roaming services for the mobile users, which en-
able them to use the extended services in their home 
agent whenever they enter into a foreign agent zone 
irrespective of their locations [2]. When a mobile user 
(MU) enters a foreign agent zone, there should be 
some mechanism of communication between a mo-
bile user, home agent (HA), and foreign agent (FA). A 
conventional frame for roaming service is shown in 
Figure 1. To communicate with FA, firstly, a session 
is developed with the home agent by MU. Then, MU 
communicates with FA with the help of HA. A regis-
tered MU gets the services only when he/she is suc-
cessfully authenticated by FA. Meanwhile, in prac-
tice, two major concerns (privacy and security) are 
identified in roaming services. Thus, in attaining the 
roaming services, the mutual authentication mecha-
nism is designed to address the issues of authorized 
communication. The secure communication is being 
achieved using key agreement [1, 21, 27]. As the com-
munication technologies are developing rapidly, the 
entire world is reciprocally more connected. Due to 
this privacy risks are at stake. Privacy concerns have 
increasingly got attention from governments, cor-
porations, and individuals. It is desirable to control 
sensitive information. However, in the environment 
of Internet where information sharing is very easy, 
this problem (controlling sensitive information) does 
not have an easy solution. Thus, a balanced approach 
is required between information sharing and privacy.
For roaming services in GLOMONET, the first au-
thentication scheme was introduced by Zhu and Ma 

[36]. Since then, there were many proposals for a 
secure design with low computation cost [6, 10-11, 
18-19, 29, 31]. It is observed that most of the existing 
similar schemes failed to provide the user anonymity 
along with untraceability.
In 2011, two new authentication schemes were pro-
posed by Chen et al. [4-5]. However, Xie et al. [33] 
enlightened the security shortcomings of both the 
schemes. For roaming services, Mun et al. [22] gave an 
anonymous authentication scheme in 2012. However, 
Mun et al.’s scheme is shown failure by Kim and Kwak 
[15] due to the design flaws in their scheme.
Based on quadratic residue, Jiang et al. [13] gave an au-
thentication scheme. But, Wen et al. [30]  and He et al. 
[12] both pointed out that service attack, replay attack 
and impersonation attack are not addressed in Jiang 
et al.’s scheme. To overcome the security flaws, Wen 
et al. [30] and He et al. [12]  independently presented 
improved schemes. Using the modular exponentiation 
operations, Shin et al. [26] gave an efficient authenti-
cation scheme. Unfortunately, Farash et al. [9] pointed 
out that both  [30]  and [26] failed to resist user trace-
ability, impersonation attack and session key disclo-
sure attack. Due to these failures, a lightweight authen-
tication scheme has been presented by them.
Recently (2015), Zhang et al. [34] designed an authenti-
cation scheme by adopting symmetric key and rational 
points multiplication in elliptic curve to preserve the 
privacy in GLOMONET. As a part of our case study, we 
figured out that their scheme fails to ensure the securi-
ty goals. We came across some security shortcomings 

Figure 1 
Conventional frame for roaming services

 
   

 



131Information Technology and Control 2019/1/48

in Zhang et al.’s scheme, such as (a) password guessing 
attack; (b) user anonymity and traceability; (c) replay 
attack; and (d) user impersonation attack. In a thor-
ough study, we observed that Zhang et al.’s scheme can 
be enhanced such that improved design can collective-
ly address all the security attributes.

1.1. Security Goals
In providing secure roaming services, an efficient and 
anonymous authentication scheme should possess 
the following attributes:
Mobile user’s privacy: Roaming authentication has 
issues with two types of privacy: (i) MU’s real identity; 
and (ii) MU’s roaming line. Both types should be re-
quired to provide privacy when running the roaming 
services.
Untraceability: No tracking of MU by looking at the 
connections, i.e., the third party must not be able to iden-
tify MU by looking at his interactions with different FAs.
User’s validation checking: The registration of MU 
with HA should be correctly identified by the foreign 
agent.
Prohibit impersonation attack: Only the legitimate 
mobile user and the network agent (home or foreign) 
should be able to authenticate.
Ensure a private session key: The parties should 
agree upon a fresh session key. The session key can be 
established among the authorized participants.
Prohibit replaying attack: Interception of the mes-
sages by attacker should not reveal any sensitive in-
formation of the participants even by replaying the 
previous messages.

1.2.  Our Contributions
The contributions are as follows:  
 _ In a thorough study of the recently proposed 

Zhang et al.’s [34] scheme, we concluded that 
their scheme suffers from several attacks such as 
(a) password guessing attack; (b) user anonymity 
and traceability; (c) replay attack; and (d) user 
impersonation attack.

 _ To overcome the shortcomings of Zhang et al.’s 
scheme, we present an improved scheme which 
inherits Zhang et al.’s scheme and successfully 
withstands the possible known attacks.

 _ Moreover, the proposed scheme is proved secure 
assuming the hardness of ECDH assumption. 

The scheme is presented with a valid proof which 
preserves all the security attributes.

 _ Furthermore, the proposed scheme is computa-
tionally efficient in comparison to Zhang et al.’s 
scheme and performs better in comparison to oth-
er existing similar schemes. 

1.3. Cryptographic Preliminaries
1.3.1.  Elliptic Curve
An elliptic curve E over a finite field FP consists of 
points satisfying the equation y2= x3 + ax + b mod p  
along with the point at infinity, where a, b ∈ Fp and  
4a3 + 27b2 mod p ≠ 0. We omit mod p and draw out the 
following assumptions [17].
Assumption1: 
Ellipticcurvediscretelogarithmproblem(ECDLP): 
Suppose P, Q ∈G with Q = αP, it is computationally 
hard to compute the integer α, where G  is the group of 
rational points on the elliptic curve E(Fp).
Assumption2:
EllipticcurveDiffie–Hellmanproblem(ECDHP):
If αP, βP ∈ G and α, β are positive integers, it is hard to 
compute αβP.

1.3.2. Biohashing
Biometric systems are applicable for human au-
thentication in validating the security task to enable 
the authorized access, however, these systems face 
specific security challenges such as noisy data input 
which causes denial of service attack. It has impact 
on the usability of the system by failing to identify 
authorized consumers [23]. To overcome these prob-
lems, BioHashing technique is introduced [28]. It has 
substantial functional advantages such as clean sep-
aration of the genuine, zero error rate and imposter 
populations [14]. It has the following functions:
 _ Extraction of biometric parameter represented in 

a vector form nΓ ∈ , where n is the feature length. 
 _ Input token is used to generate m pseudo-random 

vector { | = 1,2, }M
ir i m∈  . 

 _ The Gram-Schmidt process is employed for 
{ | = 1,2, }M

ir i m∈   and orthonormal 
pseudorandam vectors are obtained 
{ | = 1,2, }nr i i m⊥ ∈  , n m≥ . 

 _ Calculate { | | = 1,2, }r i i m〈Γ ⊥ 〉  , where . | .〈 〉  
indicates inner product.
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HA. Finally, the message 3 = { HAm D , }HAAuth  is sent to FA. 
    A4.  FA receives the message 3m  and decrypts HAD  and looks for the correctness of bP and 

.HAT If the correctness holds, FA computes = ( ),FA MU FAAuth h abP ID ID   
= ( )MF MU FASK h aP bP abP ID ID    . The message 4 = { , }FA HAm Auth Auth  is sent to MU. 
    A5. To obtain aP, bP and MID′ , MU decrypts HAAuth . MU verifies whether the decrypted 

aP is same as that of the value in step A1. If the verification holds with the chosen secret value a, then 
MU needs to verify the correctness of FAAuth  to compute the session key 

= ( )MF MU FASK h aP bP abP ID ID    . The smartcard updates MID with MID′  in its memory. 
 
2.3  Update Session Key 
 
 Interested readers can refer to [34]. 
 
3  Security Pitfalls of Zhang et al.’s Scheme 
  
3.1  Adversary Model 

 
 The security of Zhang et al.’s scheme is analyzed under the following security model [7-8, 16, 

20]:  
    1. Over the public channel, Adversary/Attacker ( ) has the ability to eavesdrop all the 

communications between the parties.  
    2.   attains the potential to delete, modify, resend or to redirect the eavesdropped 

transmitted messages.  
    3. By analyzing the method of power analysis and consumption or from the leaked 

. The message 
4 = { , }FA HAm Auth Auth  is sent to MU.

A5. To obtain aP, bP and MID′, MU decrypts HAAuth . 
MU verifies whether the decrypted aP is same as that 
of the value in step A1. If the verification holds with 
the chosen secret value a, then MU needs to verify 
the correctness of FAAuth  to compute the session key 
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= ( )MF MU FASK h aP bP abP ID ID    . The message 4 = { , }FA HAm Auth Auth  is sent to MU. 
    A5. To obtain aP, bP and MID′ , MU decrypts HAAuth . MU verifies whether the decrypted 

aP is same as that of the value in step A1. If the verification holds with the chosen secret value a, then 
MU needs to verify the correctness of FAAuth  to compute the session key 

= ( )MF MU FASK h aP bP abP ID ID    . The smartcard updates MID with MID′  in its memory. 
 
2.3  Update Session Key 
 
 Interested readers can refer to [34]. 
 
3  Security Pitfalls of Zhang et al.’s Scheme 
  
3.1  Adversary Model 

 
 The security of Zhang et al.’s scheme is analyzed under the following security model [7-8, 16, 

20]:  
    1. Over the public channel, Adversary/Attacker ( ) has the ability to eavesdrop all the 

communications between the parties.  
    2.   attains the potential to delete, modify, resend or to redirect the eavesdropped 

transmitted messages.  
    3. By analyzing the method of power analysis and consumption or from the leaked 

. The smart-
card updates MID with MID′  in its memory.

2.3. Update Session Key
Interested readers can refer to [34].

3. Security Pitfalls of Zhang et al.’s 
Scheme
3.1. Adversary Model
 The security of Zhang et al.’s scheme is analyzed un-
der the following security model [7-8, 16, 20]: 
1 Over the public channel, Adversary/Attacker () 

has the ability to eavesdrop all the communica-
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tions between the parties. 

2   attains the potential to delete, modify, resend or 
to redirect the eavesdropped transmitted messages. 

3 By analyzing the method of power analysis and 
consumption or from the leaked information, the 
information from the smart card can be extracted 
by  . 

4   can be an insider of the system. 

3.2. Disadvantages:
1 No verification mechanism for user’s login creden-

tials to check the legitimacy of the user. 
2 The communication message m1 is transmitted to 

FA even if illegal credentials (Wrong credentials) 
are being used by a user/adversary. 

3 Incorrect login credentials induce huge communi-
cation and computational wastage.

3.3. Stolen Smartcard Attack
 Suppose that the smartcard of MU is lost or stolen 
for a deliberate amount of time and replaced. The ad-
versary   can get control over the smartcard as dis-
cussed in Section 3.1. Using this captured smartcard 
parameters and the transmitted messages on the in-
secure channel,  can perform the following attacks:

3.3.1. Password Guessing Attack
1 Initially,   guesses the MUPW   and computes 

information, the information from the smart card can be extracted by  .  
    4.   can be an insider of the system.  
 
3.2  Disadvantages: 
  
    1. No verification mechanism for user’s login credentials to check the legitimacy of the user.  
    2. The communication message 1m  is transmitted to FA even if illegal credentials (Wrong 

credentials) are being used by a user/adversary.  
    3. Incorrect login credentials induce huge communication and computational wastage. 
 
3.3  Stolen Smartcard Attack 

 
 Suppose that the smartcard of MU is lost or stolen for a deliberate amount of time and replaced. 

The adversary   can get control over the smartcard as discussed in Section 3.1. Using this captured 
smartcard parameters and the transmitted messages on the insecure channel,   can perform the 
following attacks: 

 
3.3.1  Password Guessing Attack 
   
    1. Initially,   guesses the MUPW   and computes = ( )MUV h PW m 

 , =V V C′ ⊕ .  
    2.   decrypts MUAuth  and HAAuth  using the computed V ′ .  
    3.   verifies the parametric value of aP in both MUAuth  and HAAuth  from the above 

decryption. If the value is the same in both the decryption computations,   guesses the password of the 
MU successfully.  

    4.  Otherwise,   repeats the above steps until the password MUPW  is guessed correctly.  
 Therefore,   will be able to guess the MU ’s password. 
 
3.3.2  User Anonymity and Traceability 

 
 According to Subsection 3.3.1, adversary guesses the password of MU and computes V ′ . 

Further   decrypts MUAuth  using V ′ . It is evident that the decryption of MUAuth  discloses the 
identity MUID  of the MU. Thus, MUID  allows   to differentiate the users in every different login 
sessions which may breach the privacy of the user. Therefore, we claim that privacy of the user was not 
taken proper care as refered in [34].  

 
3.4  User Impersonation Attack 

 
 We have seen that   is able to compute V ′  (i.e., = ( )MUV h ID K′

  ) successfully. Using the 
adversary capabilities described in Section 3.1 and V ′ ,   modifies MUAuth  using his selected random 
number (say *

PZα ∈ ). The details are as follows:   
    1.   computes aP and = ( , )V MUAuth Enc ID Pα′  and transmits the message 

1 = { , ,HAm ID MID  }Auth  to FA. 

, =V V C′ ⊕ . 

2  decrypts MUAuth  and HAAuth  using the computed V ′. 

3  verifies the parametric value of aP in both MUAuth  
and HAAuth  from the above decryption. If the value 
is the same in both the decryption computations, 
  guesses the password of the MU successfully. 

4 Otherwise,   repeats the above steps until the 
password MUPW  is guessed correctly. 

 Therefore,  will be able to guess the MU’s password.

3.3.2. User Anonymity and Traceability
According to Subsection 3.3.1, adversary guesses the 
password of MU and computes V ′. Further   de-
crypts MUAuth  using V ′ . It is evident that the decryp-
tion of MUAuth  discloses the identity MUID  of the MU. 
Thus, MUID  allows   to differentiate the users in ev-
ery different login sessions which may breach the pri-
vacy of the user. Therefore, we claim that privacy of 
the user was not taken proper care as refered in [34]. 

3.4. User Impersonation Attack
We have seen that   is able to compute V ′ (i.e., 

information, the information from the smart card can be extracted by  .  
    4.   can be an insider of the system.  
 
3.2  Disadvantages: 
  
    1. No verification mechanism for user’s login credentials to check the legitimacy of the user.  
    2. The communication message 1m  is transmitted to FA even if illegal credentials (Wrong 

credentials) are being used by a user/adversary.  
    3. Incorrect login credentials induce huge communication and computational wastage. 
 
3.3  Stolen Smartcard Attack 

 
 Suppose that the smartcard of MU is lost or stolen for a deliberate amount of time and replaced. 

The adversary   can get control over the smartcard as discussed in Section 3.1. Using this captured 
smartcard parameters and the transmitted messages on the insecure channel,   can perform the 
following attacks: 

 
3.3.1  Password Guessing Attack 
   
    1. Initially,   guesses the MUPW   and computes = ( )MUV h PW m 

 , =V V C′ ⊕ .  
    2.   decrypts MUAuth  and HAAuth  using the computed V ′ .  
    3.   verifies the parametric value of aP in both MUAuth  and HAAuth  from the above 

decryption. If the value is the same in both the decryption computations,   guesses the password of the 
MU successfully.  

    4.  Otherwise,   repeats the above steps until the password MUPW  is guessed correctly.  
 Therefore,   will be able to guess the MU ’s password. 
 
3.3.2  User Anonymity and Traceability 

 
 According to Subsection 3.3.1, adversary guesses the password of MU and computes V ′ . 

Further   decrypts MUAuth  using V ′ . It is evident that the decryption of MUAuth  discloses the 
identity MUID  of the MU. Thus, MUID  allows   to differentiate the users in every different login 
sessions which may breach the privacy of the user. Therefore, we claim that privacy of the user was not 
taken proper care as refered in [34].  

 
3.4  User Impersonation Attack 

 
 We have seen that   is able to compute V ′  (i.e., = ( )MUV h ID K′

  ) successfully. Using the 
adversary capabilities described in Section 3.1 and V ′ ,   modifies MUAuth  using his selected random 
number (say *

PZα ∈ ). The details are as follows:   
    1.   computes aP and = ( , )V MUAuth Enc ID Pα′  and transmits the message 

1 = { , ,HAm ID MID  }Auth  to FA. 

 ) successfully. Using the adversary 
capabilities described in Section 3.1 and V ′,  modi-
fies MUAuth  using his selected random number (say 

*
PZα ∈ ). The details are as follows:  

1  computes aP and = ( , )V MUAuth Enc ID Pα′  and 
transmits the message 1 = { , ,HAm ID MID  }Auth  to 
FA.

2 FA receives the message 1m  and selects a ran-
dom number *

pb Z∈  computes bP and = ( , , )FA K FA FAFH
D Enc ID bP T 

= ( , , )FA K FA FAFH
D Enc ID bP T . The message 

2 = { , , , , }FA FA FAm ID MID Auth T D
 

2 = { , , , , }FA FA FAm ID MID Auth T D
 is sent to HA.

3 On receiving 2m , HA decrypts MID and FAD  to 
obtain MUID  and FAT . HA verifies the correct-
ness of MUID  and FAT . If verification fails, HA re-
jects the process. Else,   makes use of HA’s 
master key K, computes 

    2. FA receives the message 1m  and selects a random number *
pb Z∈  computes bP and 

= ( , , )FA K FA FAFH
D Enc ID bP T . The message 2 = { , , , , }FA FA FAm ID MID Auth T D  is sent to HA. 

    3. On receiving 2m , HA decrypts MID and FAD  to obtain MUID  and FAT . HA verifies the 
correctness of MUID  and FAT . If verification fails, HA rejects the process. Else,   makes use of HA’s 
master key K, computes = ( )MUV h ID K′

  and decrypts Auth  to fetch 1,P Tα . Then a random 
number n′  is chosen from *

pZ  to compute 1= ( , , , , , )HA K HA MU HAFH
D Enc ID ID P bP T Tα  and 

1= ( , , , )HA VAuth Enc MID P T bPα′ ′ . Finally, the message 3 = { HAm D , }HAAuth  is sent to FA. 
    4. FA  receives the message 3m  and decrypts HAD  and looks for the correctness of bP and 

.HAT If the correctness holds, FA computes = ( ),FA MU FAAuth h bP ID IDα    
= ( )MF MU FASK h P bP bP ID IDα α    . The message 4 = { , }FA HAm Auth Auth  is sent to MU. 
    5.   captures the message 4m .  
 The above procedure indicates that the adversary can successfully impersonate MU by making 

both FA and HA believe that they are communicating with MU. 
 
3.5  Replay Attack 

 
 The adversary   can capture the previously communicated messages as described in Section 

3.1.   uses the communicated messages and replays the same message (say 1m ) to FA  and the same 
is transmitted to HA  via FA  as there is no fresh verification of the messages sent by MU  at HA . 
Therefore, Zhang et al.’s scheme does not prevent   from sending the replay messages. 

 
3.6  Absence of Unauthorized Login Detection 

 
 A user may sometime fail to correctly map different password to his/ her different accounts. 

Thus, login credential verification should be supported at initial stage. However, Zhang et al.’s scheme 
lacks user credential verification mechanism in login phase. Lack of efficient login phase makes the 
scheme inefficient.  

 
4  The Proposed Scheme 

 
 In proposed scheme, *

H pK Z∈  is the secret key of HA and *
F pK Z∈  is the secret key of FA. FA 

and HA also share a common secret key FHK . Furthermore, FA and HA also compute their public keys 

HK P  and FK P , respectively. 
 
4.1  Registration Phase 

 
 This phase utilizes the secure channel to communicate with the participants. MU registers with 

HA, if he/she wishes to get services from Global Mobility Network. 
    1. MU selects his/her identity MUID , password MUPW , computes = ( )i MUY h PW m  and 

 and 
decrypts Auth  to fetch 1,P Tα . Then a ran-
dom number n′  is chosen from *

pZ  to compute 
1= ( , , , , , )HA K HA MU HAFH

D Enc ID ID P bP T Tα  and 
1= ( , , , )HA VAuth Enc MID P T bPα′ ′ . Finally, the mes-

sage 3 = { HAm D , }HAAuth  is sent to FA.
4 FA receives the message m3 and decrypts  

DHA and looks for the correctness of bP 
and THA. If the correctness holds, FA com- 
putes 

    2. FA receives the message 1m  and selects a random number *
pb Z∈  computes bP and 

= ( , , )FA K FA FAFH
D Enc ID bP T . The message 2 = { , , , , }FA FA FAm ID MID Auth T D  is sent to HA. 
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D Enc ID ID P bP T Tα  and 
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 The above procedure indicates that the adversary can successfully impersonate MU by making 

both FA and HA believe that they are communicating with MU. 
 
3.5  Replay Attack 

 
 The adversary   can capture the previously communicated messages as described in Section 

3.1.   uses the communicated messages and replays the same message (say 1m ) to FA  and the same 
is transmitted to HA  via FA  as there is no fresh verification of the messages sent by MU  at HA . 
Therefore, Zhang et al.’s scheme does not prevent   from sending the replay messages. 
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 A user may sometime fail to correctly map different password to his/ her different accounts. 
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lacks user credential verification mechanism in login phase. Lack of efficient login phase makes the 
scheme inefficient.  
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H pK Z∈  is the secret key of HA and *
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= ( , , )FA K FA FAFH
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correctness of MUID  and FAT . If verification fails, HA rejects the process. Else,   makes use of HA’s 
master key K, computes = ( )MUV h ID K′

  and decrypts Auth  to fetch 1,P Tα . Then a random 
number n′  is chosen from *

pZ  to compute 1= ( , , , , , )HA K HA MU HAFH
D Enc ID ID P bP T Tα  and 

1= ( , , , )HA VAuth Enc MID P T bPα′ ′ . Finally, the message 3 = { HAm D , }HAAuth  is sent to FA. 
    4. FA  receives the message 3m  and decrypts HAD  and looks for the correctness of bP and 

.HAT If the correctness holds, FA computes = ( ),FA MU FAAuth h bP ID IDα    
= ( )MF MU FASK h P bP bP ID IDα α    . The message 4 = { , }FA HAm Auth Auth  is sent to MU. 
    5.   captures the message 4m .  
 The above procedure indicates that the adversary can successfully impersonate MU by making 

both FA and HA believe that they are communicating with MU. 
 
3.5  Replay Attack 

 
 The adversary   can capture the previously communicated messages as described in Section 

3.1.   uses the communicated messages and replays the same message (say 1m ) to FA  and the same 
is transmitted to HA  via FA  as there is no fresh verification of the messages sent by MU  at HA . 
Therefore, Zhang et al.’s scheme does not prevent   from sending the replay messages. 

 
3.6  Absence of Unauthorized Login Detection 

 
 A user may sometime fail to correctly map different password to his/ her different accounts. 

Thus, login credential verification should be supported at initial stage. However, Zhang et al.’s scheme 
lacks user credential verification mechanism in login phase. Lack of efficient login phase makes the 
scheme inefficient.  

 
4  The Proposed Scheme 

 
 In proposed scheme, *

H pK Z∈  is the secret key of HA and *
F pK Z∈  is the secret key of FA. FA 

and HA also share a common secret key FHK . Furthermore, FA and HA also compute their public keys 

HK P  and FK P , respectively. 
 
4.1  Registration Phase 

 
 This phase utilizes the secure channel to communicate with the participants. MU registers with 

HA, if he/she wishes to get services from Global Mobility Network. 
    1. MU selects his/her identity MUID , password MUPW , computes = ( )i MUY h PW m  and 

 

    2. FA receives the message 1m  and selects a random number *
pb Z∈  computes bP and 

= ( , , )FA K FA FAFH
D Enc ID bP T . The message 2 = { , , , , }FA FA FAm ID MID Auth T D  is sent to HA. 

    3. On receiving 2m , HA decrypts MID and FAD  to obtain MUID  and FAT . HA verifies the 
correctness of MUID  and FAT . If verification fails, HA rejects the process. Else,   makes use of HA’s 
master key K, computes = ( )MUV h ID K′

  and decrypts Auth  to fetch 1,P Tα . Then a random 
number n′  is chosen from *

pZ  to compute 1= ( , , , , , )HA K HA MU HAFH
D Enc ID ID P bP T Tα  and 

1= ( , , , )HA VAuth Enc MID P T bPα′ ′ . Finally, the message 3 = { HAm D , }HAAuth  is sent to FA. 
    4. FA  receives the message 3m  and decrypts HAD  and looks for the correctness of bP and 

.HAT If the correctness holds, FA computes = ( ),FA MU FAAuth h bP ID IDα    
= ( )MF MU FASK h P bP bP ID IDα α    . The message 4 = { , }FA HAm Auth Auth  is sent to MU. 
    5.   captures the message 4m .  
 The above procedure indicates that the adversary can successfully impersonate MU by making 

both FA and HA believe that they are communicating with MU. 
 
3.5  Replay Attack 

 
 The adversary   can capture the previously communicated messages as described in Section 

3.1.   uses the communicated messages and replays the same message (say 1m ) to FA  and the same 
is transmitted to HA  via FA  as there is no fresh verification of the messages sent by MU  at HA . 
Therefore, Zhang et al.’s scheme does not prevent   from sending the replay messages. 

 
3.6  Absence of Unauthorized Login Detection 

 
 A user may sometime fail to correctly map different password to his/ her different accounts. 

Thus, login credential verification should be supported at initial stage. However, Zhang et al.’s scheme 
lacks user credential verification mechanism in login phase. Lack of efficient login phase makes the 
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4  The Proposed Scheme 

 
 In proposed scheme, *

H pK Z∈  is the secret key of HA and *
F pK Z∈  is the secret key of FA. FA 

and HA also share a common secret key FHK . Furthermore, FA and HA also compute their public keys 

HK P  and FK P , respectively. 
 
4.1  Registration Phase 

 
 This phase utilizes the secure channel to communicate with the participants. MU registers with 

HA, if he/she wishes to get services from Global Mobility Network. 
    1. MU selects his/her identity MUID , password MUPW , computes = ( )i MUY h PW m  and 

. The message 
4 = { , }FA HAm Auth Auth  is sent to MU.

5   captures the message 4m . 
The above procedure indicates that the adversary can 
successfully impersonate MU by making both FA and 
HA believe that they are communicating with MU.

3.5. Replay Attack
The adversary  can capture the previously communi-
cated messages as described in Section 3.1.   uses the 
communicated messages and replays the same mes-
sage (say m1) to FA and the same is transmitted to HA 
via FA  as there is no fresh verification of the messag-
es sent by MU at HA. Therefore, Zhang et al.’s scheme 
does not prevent  from sending the replay messages.

3.6.  Absence of Unauthorized Login Detection
A user may sometime fail to correctly map different 
password to his/ her different accounts. Thus, login 
credential verification should be supported at initial 
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stage. However, Zhang et al.’s scheme lacks user cre-
dential verification mechanism in login phase. Lack 
of efficient login phase makes the scheme inefficient. 

4. The Proposed Scheme
In proposed scheme, *

H pK Z∈  is the secret key of HA 
and *

F pK Z∈  is the secret key of FA. FA and HA also 
share a common secret key FHK . Furthermore, FA and 
HA also compute their public keys HK P  and FK P, re-
spectively.

4.1. Registration Phase
This phase utilizes the secure channel to communi-
cate with the participants. MU registers with HA, if 
he/she wishes to get services from Global Mobility 
Network.
1 MU selects his/her identity MUID , password  MUPW , 

computes 

    2. FA receives the message 1m  and selects a random number *
pb Z∈  computes bP and 

= ( , , )FA K FA FAFH
D Enc ID bP T . The message 2 = { , , , , }FA FA FAm ID MID Auth T D  is sent to HA. 

    3. On receiving 2m , HA decrypts MID and FAD  to obtain MUID  and FAT . HA verifies the 
correctness of MUID  and FAT . If verification fails, HA rejects the process. Else,   makes use of HA’s 
master key K, computes = ( )MUV h ID K′

  and decrypts Auth  to fetch 1,P Tα . Then a random 
number n′  is chosen from *

pZ  to compute 1= ( , , , , , )HA K HA MU HAFH
D Enc ID ID P bP T Tα  and 

1= ( , , , )HA VAuth Enc MID P T bPα′ ′ . Finally, the message 3 = { HAm D , }HAAuth  is sent to FA. 
    4. FA  receives the message 3m  and decrypts HAD  and looks for the correctness of bP and 

.HAT If the correctness holds, FA computes = ( ),FA MU FAAuth h bP ID IDα    
= ( )MF MU FASK h P bP bP ID IDα α    . The message 4 = { , }FA HAm Auth Auth  is sent to MU. 
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5. Formal Security Analysis of Our 
Scheme
We first present the security model and algorithm as-
sumptions that are used in proving our scheme. We 
present the formal security analysis by the method of 
provable security [9, 32]. 
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5.1. Security Model

The adaptability of provable security is to evalu-
ate the invincibility of our scheme against the well-
known attacks.
The participants are mobile user MU ∈, home 
agent HA∈ and foreign agent FA∈. 

Adversary Capabilities
Let  controls the simulator and queries oracles to 
destroy the privacy of authentication or the session 
keys. The dictionary   size is a fixed constant which 
does not change upon the security parameter   
which   tries to destroy in PPT. The security param-
eter   is the session key bit-length. On the following 
queries,   performs simulation in the oracles:

( , , )i k j
MU HA FAExecute Π Π Π : It denotes that the adver-

sary queries an execution of the protocol between the 
instances , ,i k j

MU HA FAΠ Π Π  by eavesdropping and gets 
the access. This query model is for the passive attacks 
against the protocol.
Encryption/decryption( , ,i

MU m textΠ ): By applying 
encryption query, an input message m is encrypted to 
a ciphertext text as output. Furthermore, by applying 
decryption query, the cipher-text is decrypted and re-
sults in an output message m.

( , )i
ESend mΠ : The active attacks in the channel are 

carried out by the transmitted messages between the 
instances i

MUΠ  and j
FAΠ  which are prone to dictionary 

attacks, man-in-the-middle attacks, impersonation 
attacks, and unknown key-share attacks. i

EΠ  sends a 
message m to the requested partner. If the message m 
is valid, the query is accepted by the simulator. Oth-
erwise, the session is rejected. An interaction with 

( , : , )i
MUSend start HA FAΠ 〈 〉  indicates that i

MUΠ  ini-
tiates a session with instances of HA and FA.

( )i
EReveal Π : This query model is for known-key at-

tacks. It outputs a terminator ⊥ , if the oracle has not 
been accepted. Otherwise, it outputs a session key i

ESK .
CorruptSC()/CorruptLL(): The lost smartcard 
problem and the threat of smartcard breach are han- 
dled by this query model. The attacker  imposes off-
line password guessing by eavesdropping on messagees.

( )i
ECorruptLL Π : This query is in correspondence to 

strong forward security. The attacker   obtains all 
the information of .i

EΠ  We list the possible queries for 
  as follows:

 _ ( ) :i
MUCorruptLL Π    gets all information from 

the smartcard with PW. 

 _ ( ) :t
HACorruptLL Π  This query model is for the 

privileged insider attacks. 

 _ ( ) :t
HACorruptVFR Π  In this query model, the 

passwords which are stored by HA can be prone to 
stolen verifier attacks. 

 _ ( ) :j
FACorruptLL Π  This query model for the long-

lived secrets of the foreign agent FA. This can be 
done by modeling agent node capture attacks. 

( ) :i
ETestAKE Π  This query model gives the session 

key. A target session is chosen by   to challenge af-
ter multiple queries. If no session key is found for in-
stance i

ESK , it outputs ⊥ . Otherwise, a coin namely, b 
is flipped. If = 1b , the session key for instance, i

ESK  is 
returned. Otherwise, it outputs a random string of the 
same size. For MF AKE fresh− −  instance, it can be 
queried once. MF fresh−  is introduced below.
We specify few definitions to illustrate our proof as 
shown below in Figures 1 and 2. We have given the 
simulation of the queries in the interest of readers:
1 Partnering: MU and FA creates the session 

key. We call MU and FA as partners if and only 
if =MU FAsid sid , =MUpid FA, =FApid MU , and 

=MU FASK SK  are accepted by them.
2 MF-AKE-fresh: (This shows the freshness of 

strong forward security) This notion is defined 
only for MU and FA. We say that i

EΠ  is MF-AKE-
fresh if the following queries do not occur:  

 _ ( i
EReveal Π ) appears. 

 _ ( i
E

Reveal pid
Π

 ) appears. 
 _ Before Test  happens, ( i

ECorrupt Π ) or 
( i

E
Corrupt pid

Π
) has been asked. 

3 Security: The adversary ’s advantage against 
our scheme Π  is the probability that  correctly 
guesses the bit b generated in ( )i

ETest Π  query with 
  i

EMF AKE fresh− − Π  is accepted. The advantage 
of   is

( ) = 2 [ = ] 1MF AKEAdv Pr b b−
Π ′ − .

Our scheme is  MF AKE secure−  if ( )MF AKEAdv −
Π   

is negligibly greater than ( )/ | |sendO q  , depending 
on security parameters hl , rl  and nl . Here sendq  is 
the query time of ( , )i

ESend mΠ , hl , rl  and nl  are the 
length of hash results, length of random numbers 
and length of parameter n, repectively.
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Figure 2 
Simulation of queries
 

 

4 Elliptic Curve Diffie-Hellman (ECDH) assump-
tion: Let P be a generator of G and, mP  and nP  be 
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maximal success probability among the adversary 
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i jπ  and ,

t
j iπ  is done by considering the definitions[1-3] 

which are intended to be conveyed faithfully, i.e., both ,
s
i jπ  and ,

t
j iπ  will receive the fairly established 

message by which both the oracles can agree upon a session key. Since, *, pZα β ∈ , the session key 

1 4= ( || ( || ) || )MF MU F iSK h ID P K P h X T Tαβ α γ    is considered to be random for every established 
session which is from the key space. 

Now, to prove that our scheme meets the second and third conditions. A consecutive sequence of 
games (0 5)iG i≤ ≤  is played which starts at 0G  and ends at 5G . For each game, if   correctly 
guesses the bit c  by posing the Test  query, then it is considered as iSucc . Thus, the Test  query is 
done on  

 1=| [ ] [ ] |, (1 5),i i iDiff Pr Succ Pr Succ i−− ∀ ≤ ≤  
 which is the difference of probability of success between iG  and 1iG − . 

Once   finishes the last game 5G , the  MF AKE Security−  game can only be won with 
probability 1/ 2 . The detail description of the games are as follows: 
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considered to be random for every established session 
which is from the key space.
Now, to prove that our scheme meets the second and 
third conditions. A consecutive sequence of games 

(0 5)iG i≤ ≤  is played which starts at 0G  and ends at 
5G . For each game, if   correctly guesses the bit c  by 

posing the Test  query, then it is considered as iSucc . 
Thus, the Test  query is done on 

1=| [ ] [ ] |, (1 5),i i iDiff Pr Succ Pr Succ i−− ∀ ≤ ≤
which is the difference of probability of success be-
tween iG  and 1iG − .
Once  finishes the last game 5G , the 

 MF AKE Security−  game can only be won with prob-
ability 1/ 2 . The detail description of the games are as 
follows:

Game G0: In this game,  is facilitated with several 
oracles such as E / D oracle, hash oracle. Even the par-
ticipants’ instances ,

s
i jπ  are also available to  . Thus, 

by definition of MF AKEAdvπ
−  in Section 3.1:

0( ) = 2. [ ] 1MF AKEAdv Pr Succπ
− − .

Our goal is to substantiate that ( )MF AKEAdvπ
−   is neg-

ligible. 
Thus, we have

5
5 =1( ) = 2. [ ] 1 2.MF AKE

i iAdv Pr Succ Diffπ
− − + Σ .

Game G1: In this game, the E / D oracle and hash or-
acle are simulated by maintaining a hash list and an 
encryption/decryption list as hList , /E DList . hList  is of 
the form , ( )x h x x〈 〉∀  where x is the input value and 

( ) {0,1}lh x ∈  is an output random value. In addition, 
considering all the queries such as (Send, Execute, 
Reveal, and Test), all the instances are simulated as in 
the real protocol. The result of the simulation is indis-
tinguishable from the real attack unless the following 
events take place:
Event 1: The permutation property of encryption/
decryption fails which means there will be some col-
lisions on the encryption/decryption.
Event 2: The hash function is prone to collisions. 

Figure 3 
Simulation of Send queries  
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Thus, the probability of the two events is restricted to 
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Game G2: This game stops when a collision occurs 
on the transcripts 1 1( , ,*, , ), ( ,*),HA MU MUID DID A T ID  

1( ,*, , )MU HAID ID T . Otherwise,   undergoes the sim-
ulations where all the oracles in game 1G  function. 
Suppose the collisions occur this imply (this case is 
similar to replay attack) that   can easily win the 
game. According to the birthday paradox, the proba-
bility of this event is restricted to:  
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Game G3: This game stops if   is successful in 
guessing the correct authenticate values 1 2,A A  with-
out checking the corresponding hash oracles with 
the queries. Otherwise,   performs the simulations 
on all the oracles in game 2G . Thus 3G  and 2G  are 
indistinguishable unless the oracle rejects a valid 
authentication value. The probability of this event is 
restricted to:  
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Game G4: This game stops if  is successful in guess-
ing the password and biometric key of MU . Then, 
using the guessed password and biometric key,  
can get the secret value iV  and further choose Pα  
as a component of the Diffie-Hellman tuple. As a re-
sult,   can correctly distinguish the random value 
and the session key. Otherwise,   simulates all the 
oracles in game 3G . To show the effectiveness of the 
attack,   should continuously attempt to guess the 
password of MU. So the probability of this event is re-
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Game G5: This game is the same as Game G4 except 
that the executions are simulated using the random 
self-reducibility of the Elliptic Curve Diffie-Hellman 
(ECDH) problem which means one ECDH instance 
( , )P Pα β  is given to compute Pαβ  with unknown α  
and β . Firstly, a test session is chosen. When the ad-
versary  chooses the test session, we choose and win 
the authenticated key exchange game simulated by us. 
We can solve the ECDH problem by using   as the sub-
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MU FAπ , we simulate the pro-
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Pα  into the protocol and substitute Pα  in game 
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It is clear from the above game 5G , there is no collisions 
on the hash function and /encryption decryption  que-
ry and no collision on the transcripts of the instances. 
Therefore,   does not guess the password correctly 
and is unable to solve the ECDH problem. Therefore, 
in random oracle model, all sessions are independent 
of each other. The adversary   cannot get any advan-
tage in game 5G . Hence, we have: 5[ ] = 1/ 2Pr Succ .
From definition 2,3 definition 4, consequently from 
the aforementioned equations, one can get the result 
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of  Theorem 1:  

( (1 ). )ECDH
h exec send Gq Adv t q q τ+ + +

is negligible because ( )ECDHAdv t  (the probability of 
breaking ECDH problem) is negligible;
q is a large prime and l is the security parameter. The 
time complexity of ,send execq q  and hashq  are considered 
to be executed in polynomial time. Therefore, 
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is negligible. 
Hence the proof.

6. Discussions on Some Attacks

6.1. Stolen Smartcard Attack
In this case, either the smartcard of the user is stolen 
or found by an attacker. Then the information stored 
in the smartcard { , , , }HA i i iID Z L V  can be extracted by 
the power analysis attack [7-8, 16, 20]  as described in 
the adversary model. In order to login and enjoy the 
services of FA, a valid user , ( )MUID H Bio  and MUPW  
should be provided by the attacker. However, we show 
that the login credentials cannot be obtained by an at-
tacker. The details are as follows:  
a Offline Password/Biometric Key Guessing 

Attack
Using the offline method, an attacker wants to guess the 
user’s password/biometric key. But due to the known 
fact that the user’s biometric key cannot be guessed,   
tries to guess user’s password MUPW  which was used 
in the computation of 

q is a large prime and l is the security parameter. The time complexity of ,send execq q  and hashq  
are considered to be executed in polynomial time. Therefore,  
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the login credentials MUID  and MUPW  concurrently, but 
the probability of guessing MUID  of length exactly l bits 
and MUPW  of length exactly n characters correctly at 
the same time is approximately 

6
1

2 n l+
 which is negli-

gible. Thus, it is not possible to guess the user’s pass-
word/biometric key in polynomial time. Hence, our 
proposed scheme withstands the offline password/
biometric key guessing attack.
b User Anonymity
The user’s real identity MUID  is preserved by mask-

ing it with the master secret key of GWN. Therefore, 
when a user enters the roaming region with differ-
ent FA networks, MU provides the pseudo-identity 

MUDID  to FA. The user’s identity is encrypted with the 
elliptic point FK Pα , thereby it is evident that only 
the participants can decrypt and obtain the user’s real 
identity.
c User’s Traceability
When a user enters the roaming region with different 
FA networks, MU is allowed to provide his/her pseu-
do-identity which was transmitted during the login 
request 1m . The pseudo-identity varies each time 
the user tries to get access FA. This pseudo-identity 
works as a temporary identity of the MU and can be 
dynamically updated as and when the MU visits dif-
ferent FAs. Thus, user traceability cannot be achieved.

6.2. Privileged Insider Attack

The password, MUPW  of MU is not sent as plaintext. 
MU computes and sends 

 The password, MUPW  of MU is not sent as plaintext. MU computes and sends 
= ( )i MUY h PW m  by using a random *

Pm Z∈ . Therefore, an insider at HA fails to obtain MU’s password 
from a registration request phase. In addition, due to the non-invertible nature of one-way hash function 
retrieving MUPW  from iY  is computationally infeasible. Therefore, our proposed scheme resists the 
insider attack. 

 
6.3  Replay Attack 

 
 As described in our proposed scheme, every transmitted message is included with a built-in 

timestamp of MU, and FA. The legal participants could figure out the replay attack by checking the 
freshness of the incoming message. Thus our proposed scheme can resist the replay attack. 

 
6.4  Impersonation Attack 

 
 In the roaming authentication, we need to consider three scenarios of impersonation attack, i.e., 

on MU, on visiting FA, and finally on HA. The details are as follows: 
    1. MU: Suppose, the adversary   wishes to enjoy the services from FA on behalf of MU. 

Firstly,   must overcome the authentication process by HA. It is evident that   does not possess 
MU ’s secret FK Pα . Therefore, a trial to forge 1A  fails to pass the authentication process by FA. Thus, 
this shows that   cannot impersonate MU. 

    2. FA/HA: It is observed that, in our proposal, each Pβ  value computed by FA is sent to HA 
which cannot be extracted by   as the communication between FA and HA is over a secure channel. 
Furthermore, the same Pβ  value is sent to MU by masking the elliptic point and compute FAD  and 2A  
using the secret keys FHK  and HK Pβ . Thus, to impersonate FA/HA,   needs to know or extract the 
secret keys. As the key FHK  is kept secret to FA and HA, extracting the shared secret key by   is 
computationally infeasible. Moreover,   does not know HA’s master key HK , so MHS  cannot be 
computed. Thus,   fails to impersonate HA to MU or HA to FA.  
 

6.5  Perfect Forward Secrecy 
 
Suppose   wants to compute the session key 

1 4= ( ( ) )MF MU H iSK h ID P K P h X T Tαβ α γ       so as to communicate with the roaming network for 
timely communication. However, in order to compute the session key,   needs to compute Pαβ  and 

FK Pα  although Pα  and Pβ  are known which is an ECDH problem. Thus, the session key is not 
acquired. As a result, the forward secrecy is provided in the proposed scheme. 

 
6.6  Fair Key Agreement 

 
 Our proposed scheme ends up with MU and FA agreeing on shared session key MFSK  where 

both the parties ensure equal contribution. i.e., the session key 
1 4= ( ( ) )MF MU H iSK h ID P K P h X T Tαβ α γ       is computed using the random points with individual 

 by using 
a random *

Pm Z∈ . Therefore, an insider at HA fails 
to obtain MU’s password from a registration request 
phase. In addition, due to the non-invertible nature 
of one-way hash function retrieving MUPW  from iY  is 
computationally infeasible. Therefore, our proposed 
scheme resists the insider attack.

6.3. Replay Attack

As described in our proposed scheme, every transmit-
ted message is included with a built-in timestamp of 
MU, and FA. The legal participants could figure out 
the replay attack by checking the freshness of the in-
coming message. Thus our proposed scheme can re-
sist the replay attack.

6.4. Impersonation Attack

In the roaming authentication, we need to consider 
three scenarios of impersonation attack, i.e., on MU, 
on visiting FA, and finally on HA. The details are as 
follows:
1 MU: Suppose, the adversary  wishes to enjoy the 

services from FA on behalf of MU. Firstly,   must 
overcome the authentication process by HA. It is 
evident that   does not possess MU ’s secret FK Pα . 
Therefore, a trial to forge 1A  fails to pass the au-
thentication process by FA. Thus, this shows that 
  cannot impersonate MU.
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2 FA/HA: It is observed that, in our proposal, each 
Pβ  value computed by FA is sent to HA which 

cannot be extracted by   as the communication 
between FA and HA is over a secure channel. Fur-
thermore, the same Pβ  value is sent to MU by 
masking the elliptic point and compute FAD  and 

2A  using the secret keys FHK  and HK Pβ . Thus, to 
impersonate FA/HA,   needs to know or extract 
the secret keys. As the key FHK  is kept secret to FA 
and HA, extracting the shared secret key by   is 
computationally infeasible. Moreover,   does not 
know HA’s master key HK , so MHS  cannot be com-
puted. Thus,   fails to impersonate HA to MU or 
HA to FA. 

6.5. Perfect Forward Secrecy
Suppose   wants to compute the session key 

1 4= ( ( ) )MF MU H iSK h ID P K P h X T Tαβ α γ        so as 
to communicate with the roaming network for time-
ly communication. However, in order to compute 
the session key,   needs to compute Pαβ  and FK Pα  
although Pα  and Pβ  are known which is an ECDH 
problem. Thus, the session key is not acquired. As 
a result, the forward secrecy is provided in the pro-
posed scheme.

6.6. Fair Key Agreement
Our proposed scheme ends up with MU and FA agree-
ing on shared session key MFSK  where both the par-
ties ensure equal contribution. i.e., the session key 

1 4= ( ( ) )MF MU H iSK h ID P K P h X T Tαβ α γ        is com- 
puted using the random points with individual iden-
tities produced by MU and FA, respectively. Such as, 

, MUP IDαβ  and HK Pα  are the random number points 
with identities produced by MU  and FA. This clearly 
signifies the equal contribution of the participants 
(MU/FA). In this way, our key agreement protocol can 
assure the fairness property.

6.7. Mutual Entity Authentication
Our proposed scheme supports mutual authentica-
tion among MU, FA and HA.  
1 FA authenticates MU by checking the validity of 

the timestamp 1T  and MUID  by applying verification 
on 

identities produced by MU and FA, respectively. Such as, , MUP IDαβ  and HK Pα  are the random 
number points with identities produced by MU  and FA . This clearly signifies the equal contribution 
of the participants (MU/FA). In this way, our key agreement protocol can assure the fairness property. 

 
6.7  Mutual Entity Authentication 

 
 Our proposed scheme supports mutual authentication among MU, FA and HA.   
    1. FA authenticates MU by checking the validity of the timestamp 1T  and MUID  by applying 

verification on 
?

1 1= ( )MU F HAA h ID K P ID Tα   .  
    2. FA computes Pβ  and FAD  by encrypting with the shared key FHK . Once the message 

3 = { , }HA HAm D Auth  is received, FA decrypts HAD  and validates Pβ  by verification on 
?

3 3= ( ( ) )i FH HAA h h X P K D Tγ β      is right. If this verification holds, FA authenticates HA directly 
and computes the session key MFSK  and 4A .  

    3. MU verifies the authenticity of 
?

4 4= ( )FA MFA h ID SK T γ    by computing MFSK . If this 
verification holds, MU authenticates FA and HA, respectively.  

 
 

Table 2 Comparison of security features 
 

 Security  
attributes  

 Our    [34]     [26]     [30]     [13]    [22]   
            

𝑆𝑆𝑆𝑆1   √   ×   √   ×   √   √  
𝑆𝑆𝑆𝑆2   √   √   ×   √   ×   ×  
𝑆𝑆𝑆𝑆3   √   ×   ×   ×   √   ×  
𝑆𝑆𝑆𝑆4   √   ×   √   ×   √   √  
𝑆𝑆𝑆𝑆5   √   ×   ×   ×   ×   ×  
𝑆𝑆𝑆𝑆6   √   ×   √   √   ×   ×  
𝑆𝑆𝑆𝑆7   √   √   √   ×   √   ×  
𝑆𝑆𝑆𝑆8   √   ×   √   √   √   √  
𝑆𝑆𝑆𝑆9   𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁   𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁   𝑌𝑌𝑌𝑌𝑆𝑆𝑆𝑆𝑌𝑌𝑌𝑌   𝑌𝑌𝑌𝑌𝑆𝑆𝑆𝑆𝑌𝑌𝑌𝑌   𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁   𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁  
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𝑆𝑆𝑆𝑆12   √   √   ×   ×   ×   √  
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𝑆𝑆𝑆𝑆1: Resists password guessing attack; 𝑆𝑆𝑆𝑆2: Protects privileged-insider attack; 
𝑆𝑆𝑆𝑆3: Provides user anonymity; 𝑆𝑆𝑆𝑆4: Resilient against stolen smartcard attack; 
𝑆𝑆𝑆𝑆5: Secure against impersonation attack; 𝑆𝑆𝑆𝑆6: Protects replay attack; 
𝑆𝑆𝑆𝑆7: Provides proper mutual authentication; 𝑆𝑆𝑆𝑆8: Provides two-factor security; 
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crypts HAD  and validates Pβ  by verification on 

identities produced by MU and FA, respectively. Such as, , MUP IDαβ  and HK Pα  are the random 
number points with identities produced by MU  and FA . This clearly signifies the equal contribution 
of the participants (MU/FA). In this way, our key agreement protocol can assure the fairness property. 
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3 = { , }HA HAm D Auth  is received, FA decrypts HAD  and validates Pβ  by verification on 
?

3 3= ( ( ) )i FH HAA h h X P K D Tγ β      is right. If this verification holds, FA authenticates HA directly 
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?

4 4= ( )FA MFA h ID SK T γ    by computing MFSK . If this 
verification holds, MU authenticates FA and HA, respectively.  
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 by computing MFSK . If this 
verification holds, MU authenticates FA and HA, 
respectively. 

Table 2 
Comparison of security features

Security 
attributes Our  [34] [26]   [30]   [13]   [22] 

S1 √ × √ × √ √ 

S2 √ √ × √ × × 

S3 √ × × × √ × 

S4 √ × √ × √ √ 

S5 √ × × × × × 

S6 √ × √ √ × × 

S7 √ √ √ × √ × 

S8 √ × √ √ √ √ 

S9 × ×  √ √  × × 

S10 √ √ × × × √ 

S11 √ × × × √ × 

S12 √ √ × × × √ 

Note:   √ = preserved;  × = not preserved.

S1: Resists password guessing attack; S2: Protects privi-
leged-insider attack; S3: Provides user anonymity; S4: Re-
silient against stolen smartcard attack; S5: Secure against 
impersonation attack; S6: Protects replay attack; S7: Pro-
vides proper mutual authentication; S8: Provides two-factor 
security; S9: HA knows the session key; S10: Provides perfect 
forward secrecy;  S11: Restricts user traceability; S12: Disclos-
es session key.
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Table 3 
Computation cost analysis  [24-25, 35]

  Notation Description ≈  execution time 

Th One-way hash function 0,0023 ms  

TΩ Symmetric key encryption/decryption 0,0046 ms 

TEM Elliptic curve point multiplication 2,2260 ms 

TM 1024 -bit modular exponentiation 3,8500 ms 

Table 4 
Performance comparison among our scheme and other schemes

7. Performance Comparison with 
Related Schemes
In this section, the performance and functionality 
features of the proposed scheme are compared with 
the existing similar authentication schemes proposed 
for the GLOMONET.

7.1.  Security Features Comparison
In Table 3, the security features provided and pro-
tected by our proposed scheme are compared with 
the existing similar schemes [13, 22, 26, 30, 34]. As 
compared to existing similar schemes, our proposed 
scheme protects various known attacks and also sup-
ports various good features.

7.2. Performance Analysis
In Table 4, according to [24-25, 35], the time con-
sumed by the cryptographic one-way hash function 

= 0.0023hT ms  and the symmetric encryption/de-
cryption operations = 0.0046T msΩ  were considered. 
In Table 5, the computational time cost and commu-
nication overheads required during the login and au-
thentication phases are compared with the existing 
similar schemes. The output of the one-way hash 
function ( )h ⋅  is 128 bits, if SHA-1 hashing algorithm 

[3] and symmetric encryption with 256 bits is used. 
Further, we assume that each timestamp, random 
nonce/random number, identity of (MU, FA, HA)’s is 
160 bits in length.
The key points are as follows:
 _ From Fig. 6, we are able to show that our scheme 

takes more storage space in comparison to [13], but 
takes less storage space than [22, 26, 30, 34]. 

 _ Although our scheme takes more computation 
cost as compared to [26] and nearly equivalent 
computation cost as compared to [22, 34], but has 
better computation cost as compared to  [13, 30]. 

 _ From Fig. 6, we are able to illuminate that the 
communication cost of the proposed scheme is 
higher than [26], but less as compared to [13, 22, 
30, 34]. 

 _ The most important part is the security. The 
proposed scheme has better security features by 
overcoming the drawbacks as compared to existing 
similar schemes. We have also presented our 
scheme with a formal verification. 

Therefore, Table 3, Table 5 and Fig. 6 show that the 
proposed scheme is better as compared to existing 
similar schemes in security, computation cost and 
communication cost.
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8. Conclusion
In this paper, we have reviewed the well designed Zhang 
et al.’s authentication scheme for GLOMONET, and pre-
sented various security pitfalls which include password 
guessing attack, impersonation attack, replay attack, 
user anonymity and traceability attack. To overcome 
the security weaknesses of Zhang et al.’s scheme, we 
have designed an authentication scheme for GLOMON-

Figure 4 
Simulation result for our proposed scheme

   

 

 

 

 

   

 

 

 

 

(a) The result of individual computation costs of the 
involved parties

(b) The result of Storage and Communication costs 
among the proposed schemes

ETs. The security analysis has been done using standard 
formal provable security proof. The informal cryptanal-
ysis proofs to the resilience of relevant security attacks 
have been presented. The analysis of proposed scheme 
demonstrates that the proposed scheme addresses both 
security and privacy challenges. Results prove that the 
proposed scheme is efficient.
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