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In this paper, the performance of quasi-logarithmic quantizer, designed for correlated discrete input signal is 
analyzed. Quantizer design is done for Laplacian source due to its both hardware and software significance, 
whereas experiments are done by processing test wideband speech signal sampled at 16 [kHz]. The quantizer is 
exploited as a second stage of two-stage quantization system, where the first step is used for continuous signal 
sampling, while the second stage provides additional data compression. The main goal is to provide improved 
design by discussing theoretical performance of two quantization models. As the traditional models for perfor-
mance estimation provide estimation of average performance, we have decided to propose a novel model for 
performance estimation and to analyze performance in details for each random input signal variance. Finally, 
the experimental results have shown excellent matching with theoretical results.
KEYWORDS: discretized input signal, Laplacian source, µ-law quantization, speech signal processing.

1. Introduction
Speech signal processing as a one of the most im-
portant areas in telecommunications is very well 
researched and a lot of digitization systems are pro-
posed and implemented [1, 4–5]. However, the au-
thors usually pay attention only on the system design, 
whereas there are not many developed theoretical 
models which estimate system performance. Fur-
thermore, comparison is usually done experimen-

tally, while theoretical comparisons are done as the 
average performance for the range of input signal 
variances [9, 12–13].
Mismatch quantization is a well-known technique 
that is used for processing different types of signals. 
Generally, it consists of two steps and a lot of solu-
tions were discussed in recent years [6–8, 10]. Com-
monly, the first step is used for region determination 
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while the levels within it are defined in the second 
quantization step. However, another design of two-
stage mismatch quantization, where the basic anal-
ysis and design of two-stage mismatch quantization 
model are provided for uniform and non-uniform 
quantizer application, was proposed in [14]. The first 
step in such analog speech signal digitization system 
is rough quantization with a large number of quanti-
zation levels, which provides discrete samples at the 
output [14]. After that, discrete samples are further 
quantized using a quantizer with a small number of 
quantization levels in order to provide additional 
compression. Since discrete signal’s amplitude is lim-
ited, the overload distortion does not exist. However, 
non-stationary signals, including wideband speech 
signal, are quantized very often by using non-uniform 
quantizers due to high reconstructed signal quality.
As the system exploits optimal compandor for proces-
sing the signal of Laplacian source [14], the main idea 
of this paper is to discuss implementation of different 
quantization model, particularly quasi-logarithmic 
quantizer in the second stage and to analyze the sys-
tem performance for speech signal processing. The 
motivation for applying quasi-logarithmic quantizers 
in the proposed model comes from the fact that loga-
rithmic quantizers have better robustness than opti-
mal compandor across a wide range of speech signal 
variances and because of that they are more suitable 
for discrete signal processing [3].
Usually, performance is estimated using the vari-
ance of continuous input signal, whereas changes 
after the first stage are neglected. Moreover, it is a 
common phenomenon that information about con-
tinuous entrance is unknown and that information 
about discretized signal exists, only. In this paper, it 
is shown that information about discrete variance 
after the first stage in the proposed two-stage system 
is very important. Finally, we propose a novel model 
for performance estimation for both aforementioned 
systems. The model provides detailed results for each 
single variance within the observed range, instead 
of traditional average performance. In the end, we 
propose a model for comparison with experimental 
results. For such a task, experimental results are ob-
tained by processing recorded benchmark.
According to [2], the best ratio between complexity 
and quality can be achieved in the case when the first 

quantization step is designed for at least 4 bits per 
sample more quantization levels than the second one. 
Consequently, the analysis we perform takes into ac-
count this recommendation, but we analyze system 
for less difference, too.
The paper is organized as follows. Section 2 describes 
design of quasi-logarithmic quantizer for discrete in-
put signal in details as well as two-stage quantization 
model. In Section 3, an algorithm for experimental 
analysis of wideband speech signal processing is de-
scribed. In addition, an assessment which includes 
novel comparison between theoretical and experi-
mental results as well as results obtained by using 
optimal compandor in the second stage of the model, 
described in [14], is performed. Finally, the obtained 
results are summarized and some future plans are 
discussed in Section 4.

2. Quasi-logarithmic quantizer 
design for discrete input signal
The aim of this section is to describe a two-stage 
quantization model by using quasi-logarithmic quan-
tizers for discrete input signal. In the first step, A/D 
conversion is performed using a quantizer with a 
high number of quntization levels, whose purpose is 
to convert analog signal to discrete samples, whereas 
the quantizer Q1 provides additional data compres-
sion in the second step [14].
As the analysis of non-stationary speech signal is per-
formed, it is suitable to use non-uniform quantizer Q0 

for discretization [3, 15]. Thus, µ-law quantization is 
employed [2–3, 15]. This way, continuous input signal 
is quantized by using quasi-logarithmic quantizer Q0 
with N0 output levels (N0 = 256). Furthermore, speech 
signal can be modeled using Laplacian probability 
density function, defined with:
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where σ represents standard deviation.
Model of two-stage quantization system with the 
number of quantization levels that we discuss is pre-
sented in Fig. 1.
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Next, the compressor function using µ -law compres-
sion is defined with [3, 11, 15]:
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factor. According to μ-logarithmic compression 
function, decision thresholds x i and representation 
levels y i are calculated as [3, 11, 15]: 
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Next, variance of continuous signal σx
2 takes 

values from the range (-30 [dB], 30 [dB]) and
converts to real values using Eq. (5), while 
expression Eq. (6) is used for calculating discrete 
signal variance σy
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where xmax is maximal amplitude of quasi-logarithmic 
quantizer Q0, which depends on the range of the in-
put signal, whereas µ  is compression factor. Accord-
ing to μ-logarithmic compression function, decision 
thresholds xi and representation levels yi are calculat-
ed as [3, 11, 15]:














−=

σσ

2
exp

2
1)(

x
xp , (1)

( ) ( ) ( ) ,,sgn1ln
1ln max

max

max xxx
x

xx
xc ≤










+

+
= µ

µ
 (2) 

factor. According to μ-logarithmic compression 
function, decision thresholds x i and representation 
levels y i are calculated as [3, 11, 15]: 

( ) ,,...,2,1,11ln2exp 0
0

max Ni
N

ixxi =









−








+= µ

µ
(3) 

( ) ( ) .,...,2,1,11ln5.02exp 0
0

max Ni
N

ixyi =









−








+

−
= µ

µ
 (4) 

Next, variance of continuous signal σx
2 takes 

values from the range (-30 [dB], 30 [dB]) and
converts to real values using Eq. (5), while 
expression Eq. (6) is used for calculating discrete 
signal variance σy

2 [3]:
[ ]

,10 10
dB

2
reff

2

2
x

x

σ

σσ ⋅= (5) 

∑ ⋅⋅=
=

2

1

22 0
,2

N

i
iiy Pyσ (6) 

( ) .
2

exp
2

exp
2
1 1

1
























 ⋅
−−









 ⋅
−== +∫

+

x

i

x

i
x

x
i

xx
dxxpP

i

i
σσ

(7) 

( ) ,,...,2,1,11ln2exp 11
11

1max Ni
N

ix
ti =










−








µ+

µ
= (8) 

( ) ( ) ,,...,2,1,11ln5.02exp 11
11

1max Ni
N

ixwi =









−








µ+

−
µ

= (9) 

(3)

when the first quantization step is designed for at 
least 4 bits per sample more quantization levels than 
the second one. Consequently, the analysis we 
perform takes into account this recommendation, but 
we analyze system for less difference, too.

The paper is organized as follows. Section 2 
describes design of quasi-logarithmic quantizer for 
discrete input signal in details as well as two-stage 
quantization model. In Section 3, an algorithm for
experimental analysis of wideband speech signal 
processing is described. In addition, an assessment 
which includes novel comparison between theoretical 
and experimental results as well as results obtained 
by using optimal compandor in the second stage of 
the model, described in [14], is performed. Finally,
the obtained results are summarized and some future 
plans are discussed in Section 4.

2. Quasi-logarithmic quantizer design for 
discrete input signal
The aim of this section is to describe a two-stage 
quantization model by using quasi-logarithmic 
quantizers for discrete input signal. In the first step, 
A/D conversion is performed using a quantizer with a 
high number of quntization levels, whose purpose is 
to convert analog signal to discrete samples, whereas 
the quantizer Q1 provides additional data 
compression in the second step [14].

As the analysis of non-stationary speech signal is 
performed, it is suitable to use non-uniform quantizer 
Q0 for discretization [3, 15]. Thus, µ-law quantization 
is employed [2–3,15]. This way, continuous input 
signal is quantized by using quasi-logarithmic 
quantizer Q0 with N0 output levels (N0 = 256). 
Furthermore, speech signal can be modeled using 
Laplacian probability density function, defined with:
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where σ represents standard deviation.
Model of two-stage quantization system with the 

number of quantization levels that we discuss is 
presented in Fig. 1.

Figure 1. The two-stage quantization system

Next, the compressor function using µ-law 
compression is defined with [3, 11, 15]:
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where xmax is maximal amplitude of quasi-
logarithmic quantizer Q0, which depends on the 
range of the input signal, whereas µ is compression 

factor. According to μ-logarithmic compression 
function, decision thresholds x i and representation 
levels y i are calculated as [3, 11, 15]:
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represent probabilities of discrete input levels of 
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The aim of the second stage is to provide 
additional signal compression by using a low number 
of quantization levels. Discretized output signal of 
the quantizer Q0 is lead to the Q1 quantizer‘s
entrance. As the discretized signal remains non-
stationary, it is convenient to use quasi-logarithmic 
quantizer for this task, too. However, the second-
stage quantizer Q1 should be designed for a low 
number of quantization levels and its decision 
thresholds ti and representational levels wi are 
defined with [3, 15]:
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where xmax1 is maximal amplitude of quantizer Q1
while N1 is the number of quantization levels 
(N0>N1). Since the quantizers Q0 and Q1 are 
symmetric, we have described just the positive range 
of the signal processing system using Eqs. (3)-(4) and 
Eqs. (8)-(9).

3. Theoretical and experimental results
In this section, we make a comparison between 
traditional modeling which only exploits the 
information about continuous signal variance (σx

2)
and the proposed two-stage model which also 
exploits the information about discrete variance (σy

2).
Furthermore, these theoretical results are compared 
with the experimental results obtained by processing 
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where xmax1 is maximal amplitude of quantizer Q1 
while N1 is the number of quantization levels (N0>N1). 
Since the quantizers Q0 and Q1 are symmetric, we 
have described just the positive range of the signal 
processing system using Eqs. (3)-(4) and Eqs. (8)-(9).

3. Theoretical and experimental results
In this section, we make a comparison between tra-
ditional modeling which only exploits the informa-
tion about continuous signal variance (σx

2) and the 
proposed two-stage model which also exploits the 
information about discrete variance (σy

2).  Further-
more, these theoretical results are compared with 
the experimental results obtained by processing 
benchmark test wideband speech signal sampled at 
16  [kHz]. In the end, the results obtained using this 
proposed speech signal processing model are com-
pared with the results presented by a different model 
[14], where uniform quantizer and optimal compan-
dor are implemented in the first and the second stage, 
respectively, instead of quasi-logarithmic quantizers. 
A discussion is done for N0=256 quantization levels at 
the first stage (R0=8 [bits/sample]) and compression 
factor µ0=255, whereas second stage parameters are 
R1∈(4,5,6) [bits/sample] while compression factor is 
µ1∈(20, 255). The algorithm for signal processing is 
shown in Fig. 2.
In order to measure the quality of the reconstructed 
signal, we analyze signal distortion and signal-to-qu-
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Figure 2 
The algorithm for proposed speech signal processing model
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where parameter ri denotes the number of input levels 
mapped with wi, whereas yij are output levels of 
quantizer Q0, while N1 represents the number of 
quantization levels of quantizer Q1.

The quality of reconstructed signal is measured 
using SQNR, which represents the standard measure 
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system parameters are based on a novel model for 
comparison between experimental and theoretical 
results for each variance. The model processes signal 
as follows. Firstly, as an input signal it is used a
wideband speech signal and it is sampled at 16 [kHz].
Next, signal dynamics is calculated by dividing the 
whole signal into frames of 240 samples and by 
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where 2
maxσ and 2

minσ represent highest and lowest 
signal variance, whereas B is signal dynamics.

In order to provide an adequate comparison, 
referent variance is equal to 0 [dB], as it is a common 
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probability density function, shown in Eq. (1), and it 
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where µ is the compression factor while N presents 
the number of quantization levels. For experimental 
analysis, we have used a wideband speech signal 
(sampled at 16 [kHz]), recorded in Laboratory of 
Acoustics at Faculty of Electronic Engineering, 
University of Nis. The measured continuous variance 
of recorded test signal is σx

2=0.0021. Taking into 
account Eqs. (12)-(13), we have obtained 
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around 54 [dB]. Furthermore, the obtained support 
value for Q0 is fixed and equal to 0.0775 for all 
observed cases, whereas the optimal support values 
for Q1 have different values depending on the system 
parameters, as the system design depends on the 
compression factor µ and the number of quantization 
levels N, while the adaptation is not applied within 
frames. The obtained support values for quantizer Q1
are between 0.0394 (R=4 bits/sample; µ=20) and 
0.0623 (R=6 bits/sample; µ=255). As the referent 
variance is very low, experimental comparison for a 
set of variances is done as follows. The range of 

interest is (-30 [dB], 30 [dB]). For the purpose of 
comparison, the range is divided into sub-ranges with 
the step of 2[dB], whereas input signal is divided into 
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After determining Li, quantization is performed both 
ways – for traditional one-stage system, continuous
signal is quantized with R=4, 5, 6 [bits/sample], 
whereas for the proposed two-stage system 
parameters are R0=8 [bits/sample] and R1=4, 5, 6
[bits/sample]. For each segment of the range, the 
number of frame appearances was measured for the 
observed variance. After that, the mean SQNR value 
of all frames that are located in a certain frame is 
calculated, for both continuous and discretized signal.
These mean SQNR values per segment are marked as 
SQNR (Li) in [dB], and shown on the ordinate in the 
Figs. 3-4. SQNR (Li) presents the average SQNR in 
[dB] for the ith segment, and it is defined as:
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ways – for traditional one-stage system, continuous
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[bits/sample]. For each segment of the range, the 
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observed variance. After that, the mean SQNR value 
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determining Li, quantization is performed both ways 
– for traditional one-stage system, continuous signal 
is quantized with R=4,  5,  6 [bits/sample], whereas for 
the proposed two-stage system parameters are R0=8 
[bits/sample] and R1=4,  5,  6 [bits/sample]. For each 
segment of the range, the number of frame appearanc-
es was measured for the observed variance. After that, 
the mean SQNR value of all frames that are located in a 
certain frame is calculated, for both continuous and dis-
cretized signal. These mean SQNR values per segment 
are marked as SQNR (Li) in [dB], and shown on the or-
dinate in the Figs. 3-4. SQNR (Li) presents the average 
SQNR in [dB] for the ith segment, and it is defined as:

Table 1. Average SQNR for wide range of variances (-30 [dB], 30 [dB])

Proposed theoretical model Experimental results

R [bits/sample] µ ]dB[SQNRcont
av ]dB[SQNRdisc

av ]dB[SQNRcont
av ]dB[SQNRdisc

av

20 8.5352 11.2632 9.7321 10.5400
255 9.0984 11.2908 10.3218 10.9580
20 12.3055 16.3280 14.1703 15.4675

255 13.2782 16.6781 15.1109 16.2019
20 16.0018 21.9298 18.6834 20.7717

255 17.3339 22.5549 19.9489 21.7933
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This way, a new method for obtaining quality 
measure, suitable for comparing theoretical and 
experimental results, is introduced. The standard 
average quality measure SQNRavg from Eq.(11) in a
wide range is defined as follows:
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where F is the total number of frames defined as:
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where M(i) is the number of frames placed into the
segment i.
In Figs. 3-4, SQNR for a wide range of input signal 
variances depending on compression factor µ is 
presented. In the end, the average SQNR is 
calculated as in traditional models and it is shown in
Table 1.

By observing Figs. 3–4, an excellent matching 
between theoretical and experimental results for the 
wide range of variances can be noticed.

Moreover, a slightly different nature of one-stage 
and two-stage models can be observed by focusing on 
high variances as the big difference is achieved for

both theoretical and experimental results. In the end, 
it can be seen that by increasing the bit-rate R, SQNR 
increases, too, as it could be expected.

By observing Table 1, we can conclude that the 
average performance of the proposed theoretical 
model is very close to the average experimental 
results and that experimental and theoretical results 
follow parameters changing in the same manner. 
Moreover, it can be noticed that the average 
difference between theoretical and experimental 
results is 1.3 [dB]. It can also easily be seen that the 
average results for discrete input signal are 2.2–
5.2 [dB] higher in the threoretical analysis and 0.6–
2.1 [dB] higher in the experimental analysis, 
depending on bit-rate and compression factor value.

In order to make an appropriate comparison with 
system described in [14], the analysis is also
performed for the range (-20 [dB], 20 [dB]). The two-
stage system for speech signal processing, described 
in [14], instead of quasi-logarithmic quantizers at
both stages of the model, consists of the fixed 
uniform quantizer Q1, which converts analog signal 
to discrete samples at the first stage, and the optimal 
compandor Q2, which performs additional 
compression, at the second stage. The quantizer at the 
second stage of the system in [14] is designed for bit 
rates R2 = 4, 5 [bits/sample]. Thus, the analysis is 
done for these bit rates and the results are presented 
in Table 2.

The results shown in Table 2 confirm suitability 
of exploiting quasi-logarithmic quantizer in the 
second stage of system, because of their robustness in 
a wide range of variances. The usage of quasi-
logarithmic quantizers instead of optimal compandor,
as it was performed in [14], provides about 1 [dB]
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model Experimental results Results from [14]
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rates R2 = 4, 5 [bits/sample]. Thus, the analysis is 
done for these bit rates and the results are presented 
in Table 2.

The results shown in Table 2 confirm suitability 
of exploiting quasi-logarithmic quantizer in the 
second stage of system, because of their robustness in 
a wide range of variances. The usage of quasi-
logarithmic quantizers instead of optimal compandor,
as it was performed in [14], provides about 1 [dB]

Table 2. The average SQNR for wide range of variances (-20 [dB], 20 [dB])

The proposed theoretical 
model Experimental results Results from [14]

R
[bits/sample] µ ]dB[SQNRcont

av ]dB[SQNRdisc
av ]dB[SQNRcont

av ]dB[SQNRdisc
av ]dB[SQNRcont

av ]dB[SQNRdisc
av

20 11.7611 13.6013 12.7228 12.9509
255 10.9442 12.4421 12.0344 12.2179
20 16.2082 18.7768 17.8673 18.2416

255 15.8721 17.9857 17.5601 17.8639

(20)

where M(i) is the number of frames placed into the 
segment i.
In Figs. 3-4, SQNR for a wide range of input signal 
variances depending on compression factor µ is pre-
sented.  In the end, the average SQNR is calculated as 
in traditional models and it is shown in Table 1.
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Figure 4 
SQNR for wide range of input signal variances (µ=255): a) Experimental results; b) Theoretical results

Table 1 
Average SQNR for wide range of variances (-30 [dB], 30 [dB])

R [bits/sample] µ
Proposed theoretical model Experimental results

SQNRav
cont SQNRav

disc SQNRav
cont SQNRav

disc

4
20 8.5352 11.2632 9.7321 10.5400

255 9.0984 11.2908 10.3218 10.9580

5
20 12.3055 16.3280 14.1703 15.4675

255 13.2782 16.6781 15.1109 16.2019

6
20 16.0018 21.9298 18.6834 20.7717

255 17.3339 22.5549 19.9489 21.7933

By observing Figs. 3–4, an excellent matching be-
tween theoretical and experimental results for the 
wide range of variances can be noticed.
Moreover, a slightly different nature of one-stage and 
two-stage models can be observed by focusing on high 
variances as the big difference is achieved for both 
theoretical and experimental results. In the end, it 
can be seen that by increasing the bit-rate R, SQNR 
increases, too, as it could be expected.
By observing Table 1, we can conclude that the aver-
age performance of the proposed theoretical model 
is very close to the average experimental results and 
that experimental and theoretical results follow pa-

rameters changing in the same manner. Moreover, it 
can be noticed that the average difference between 
theoretical and experimental results is 1.3 [dB]. It can 
also easily be seen that the average results for discrete 
input signal are 2.2–5.2 [dB] higher in the threoretical 
analysis and 0.6–2.1  [dB] higher in the experimental 
analysis, depending on bit-rate and compression fac-
tor value.
In order to make an appropriate comparison with sys-
tem described in [14], the analysis is also performed 
for the range (-20 [dB], 20 [dB]). The two-stage sys-
tem for speech signal processing, described in [14], 
instead of quasi-logarithmic quantizers at both stages 
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of the model, consists of the fixed uniform quantizer 
Q1, which converts analog signal to discrete samples at 
the first stage, and the optimal compandor Q2, which 
performs additional compression, at the second stage. 
The quantizer at the second stage of the system in [14] 
is designed for bit rates R2 = 4, 5 [bits/sample]. Thus, 
the analysis is done for these bit rates and the results 
are presented in Table 2.
The results shown in Table 2 confirm suitability of 
exploiting quasi-logarithmic quantizer in the se-

Table 2 
The average SQNR for wide range of variances (-20 [dB], 20 [dB])

R [bits/sample] µ
The proposed theoretical model Experimental results Results from [14]

SQNRav
cont SQNRav

disc SQNRav
cont SQNRav

disc SQNRav
cont SQNRav

disc

4
20 11.7611 13.6013 12.7228 12.9509

11.0023 12.6012
255 10.9442 12.4421 12.0344 12.2179

5
20 16.2082 18.7768 17.8673 18.2416

15.6085 17.6616
255 15.8721 17.9857 17.5601 17.8639

cond stage of system, because of their robustness in 
a wide range of variances. The usage of quasi-loga-
rithmic quantizers instead of optimal compandor, as 
it was performed in [14], provides about 1 [dB] higher 
SQNR, comparing theoretically obtained discrete re-
sults to the results in [14], for both bit-rates in the case 
of compression factor value µ=20, and 0.3−0.6  [dB] 
higher SQNR, comparing experimentally obtained 
discrete results to those in [14], for both bit-rates in 
the case of compression factor value µ=20.

4. Conclusions
In this paper, we have analysed design of quasi-log-
arithmic quantizer for discrete input signal and its 
performance for speech signal processing. We have 
demonstrated that modelling, which exploits only the 
information about continuous signal variance, has 
limitations for high variances. Consequently, we have 
shown that information about discrete variance af-
ter the first stage of two-stage quantization system is 
very important. We have demonstrated that it is more 
suitable to use quasi-logarithmic quantizer for dis-
crete signal processing than the optimal compandor 
across the wide range of variances. In the end, we have 

proposed a novel method for comparing experimen-
tal and theoretical results, which provides excellent 
matching between experimental results, obtained by 
processing test speech signal, and theoretically esti-
mated performance.
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Summary / Santrauka

In this paper, the performance of quasi-logarithmic quantizer, designed for correlated discrete input signal is 
analyzed. Quantizer design is done for Laplacian source due to its both hardware and software significance, 
whereas experiments are done by processing test wideband speech signal sampled at 16 [kHz]. The quantizer is 
exploited as a second stage of two-stage quantization system, where the first step is used for continuous signal 
sampling, while the second stage provides additional data compression. The main goal is to provide improved 
design by discussing theoretical performance of two quantization models. As the traditional models for perfor-
mance estimation provide estimation of average performance, we have decided to propose a novel model for 
performance estimation and to analyze performance in details for each random input signal variance. Finally, 
the experimental results have shown excellent matching with theoretical results.

Straipsnyje analizuojamas koreliuotam diskrečiajam įėjimo signalui skirto kvazilogaritminio kvantizatoriaus na-
šumas. Laplaso šaltiniui pritaikytas kvantizatoriaus dizainas dėl jo techninės ir programinės įrangos reikšmės, o 
eksperimentai atlikti apdorojant bandomąjį plačiajuosčio ryšio kalbos signalą, kurio pavyzdys paimtas ties 16 kHz. 
Kvantizatorius panaudojamas kaip antras dviejų etapų kvantizacijos sistemų etapas. Šioje sistemoje, pirmasis eta-
pas yra panaudojamas tęstiniam signalo pavyzdžių kaupimui, o antrasis suteikia papildomą duomenų kompresi-
ją. Pagrindinis straipsnio tikslas – aptariant teorinius dviejų kvantavimo modelių rezultatus pateikti patobulintą 
modelio dizainą. Kadangi tradiciniai veiklos rezultatų įvertinimo modeliai leidžia apskaičiuoti vidutinį našumą, 
autoriai nusprendė pasiūlyti naują veiklos rezultatų įvertinimo modelį ir išsamiai išanalizuoti kiekvieno atsitikti-
nio įvesties signalo skirtumo duomenis. Eksperimento rezultatai parodė puikų atitikimą su teoriniais rezultatais.




