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Abstract. The aim of this study is to automatically identify the iris and pupil of the eye in the video stream and to 
parameterize the identified structures in order to make assumptions if the subjected is stressed or not. During tests, 
subjects were given a number of issues which they had to respond by selecting only one correct answer. Visual 
material was gathered using a helmet-fitted stationary near-infrared camera that recorded iris and pupil of the eye 
reactions to stimuli. Subsequently it was made an automatic iris and pupil recognition and approximation by curves in 
the gathered sequence of images. Each change in the pupil size is described by different time series length. Thus, it is 
impossible to compare the obtained data using the Euclidean distance measures. For this reason, the metrics based on 
periodograms were used to compare the data series. The differences calculated between the eye pupil reaction to 
stimuli and question show-up time was introduced in multidimensional scaling algorithms for dimension reduction. It 
was noticed that the stimuli to the false answers tend to cluster. 
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1. Introduction 

In this article, we present the results of 
investigation for detecting the stress of the 
investigated person while his/her eye structure 
reaction to test questions was recorded in the video 
stream. Then the video stream was processed with a 
view to get the parametric form of the iris and pupil of 
the eye. Finally, the parameters obtained were 
investigated by various data mining methods in order 
to answer the question: is the investigated person 
stressed? 

Basically, eye-tracking is the process during which 
a glare spot is registered, or eye movements are 
registered with respect to the head position. Eye-
tracking is commonly used in various scientific 
explorations such as: diagnostics of eye structures, 
psychology, cognitive linguistics, and product design 
[10]. No less important application of eye-tracking can 
enable to detect the stress of the investigated person 
that is under some environmental stimuli. Mainly, eye-
tracking can be achieved in three ways [5], [2]: 
� With eyes are covered by special mirror lenses or 

magnetic field detectors. This eye-tracking manner 
allows measuring the movements of the eye very 

precisely. However, the use of this approach is 
limited since it is contact dependent. 

� When a reflected light from the eyes is recorded in 
the video stream. In this case, since the pupil size 
of the eye is sensitive to the intensity of light, the 
illumination and video recording of the reflected 
light are performed in near-infrared (NIR) light 
range. Further, with the aim to detect eye 
movements, the techniques of image analysis must 
be applied within the recorded video frame. This 
approach is beneficial since it is contactless. 

� When the eye-tracking is performed by electrical 
potential measuring devices applied around the eye 
area. This approach is beneficial since the 
movements of the eye may be tracked in the 
darkness or even when the envelope of the eye is 
closed. However, just like the first approach it is 
contact-dependent. 
It is obvious that if we want to detect stress to 

environmental stimuli, the second approach fits best. 
Thus, the methods of the image analysis must be 
applied in order to detect the position of the eyes in 
recorded video frames. Consequently, when the 
position is known, the search of the main anatomical 
structures such as iris and pupil becomes meaningful. 

 http://dx.doi.org/10.5755/j01.itc.41.1.1206
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The information carried by these structures found and 
how they change in time can be used for biometric 
identity or driver advertence level estimation. As 
stated earlier, the most common way to solve suchlike 
problems is to use an infrared or near-infrared light 
source. When the eye is exposed to the NIR light 
source, it creates bright-dark reflection effect of the 
eye structures in the recorded video stream [5]. Eye 
detection task may be solved by applying various 
methods, such as: artificial neural networks, principal 
component analysis, eigenvector analysis methods or 
methods that analyse frame colour intensity 
distributions [20]. 

Methods that are based on the image analysis may 
be classified into three classes: pattern, properties, and 
sample-based [11]. In the pattern-based method, the 
generic template describing the form of the eye must 
be defined first. Then the regions of the image are 
compared with the generic template and the best 
match indicates the region of the eye. Similar methods 
perform very well and accurately detect the eye 
regions, however, the main drawback of pattern-based 
methods is that they are computationally intense and 
cannot be used for eye detection in a live video 
stream. The property-based methods use image 
intensity characteristics of the eye region such as 
contrast differences between iris, pupil, and sclera, 
and colourfulness of the eye anatomical structures. 
However, this approach for iris and pupil detection is 
ineffective in low contrast images. Moreover, in many 
cases, the size of the iris must be known or it must fall 
into a known interval. The sample-based methods are 
able to detect eye structures according to eye 
photometric description. These methods require a 
huge amount of data that have eye examples of 
various people at different lightness, colour, or angle 
conditions. Then the classifiers such as artificial 
neural networks or Haar cascade classifiers [17] may 
be trained in order to detect the eyes in a video frame. 
Another approach that closely relates the sample-
based method group is to use colour or edge 
information of the eye in the image, however, colour 
intensities heavily depend on the camera’s white 
balance pre-set and the edges of objects in the image 
strongly depend on the contrast of the image as well 
[21]. Iris and pupil detection will be accomplished by 
means of sample-based methods. 

In this investigation, video was recorded by a NIR 
camera equipped with a 1/3” Sony CCD sensor that 
works at a resolution of 420 TV lines. The camera was 
equipped with two NIR light sources as well.

2. Iris and Pupil Detection 

One of the main factors that can determine which 
algorithms should be used for object recognition in 
digital images is the size of the image. There are 
methods that cannot be applied on the image due to 
insufficient image resolution. In most cases it is the 
search of compromise between the reliability of the 

results and the algorithm performance time. That leads 
to the fact that a lower video stream resolution allows 
us to fasten the algorithm performance. However, we 
should be aware that the resolution of 640x480 pixels 
may be insufficient for a direct iris and pupil 
detection. In such cases, if the whole face is visible in 
video, the area of the eyes is calculated according to 
the detected face in a video frame and the search for 
the iris and pupil within the selected region is 
meaningful. Nevertheless, the first step is to identify 
the edge between iris and pupil. If the edge is 
detected, then the edge points may be used for the 
parameter estimation of the iris and pupil in the least-
square terms. To solve the iris and pupil identification 
problem, the authors provide a great amount of 
methods. Deniz et al. suggested using the integral-
differential function that can describe the inner and 
outer boundary or the eye iris. The main advantage of 
the proposed function is that the result achieved is not 
sensitive to varying lighting conditions. Another 
approach is presented in [12], where the authors used 
the iris segmentation binary map, followed by the 
application of a circular Hough [16] transformation. 
Interesting methods are presented in [19], [20], where 
the authors suggest to use an edge detection method 
that relies on maximization of the gradient function 
and leads to getting inner and outer iris edges. Finally, 
detection of the pupil may be accomplished by 
calculating the integral sum of pixel intensities over 
the defined region in a frame. The minimal sum 
should point to the location of the pupil; however, 
such an approach is subject to the presence of 
photographic noise and non-uniform illumination. 
Hence, the methods used for iris and pupil detection 
require image pre-processing by means of 
mathematical morphology, kernel convolution, or 
nonlinear filtering [20] in most cases. 

Further in this section we will describe an 
algorithm that is able to detect and parameterize iris 
and pupil in real-time video. All the realizations of 
methods applied in iris and pupil detection were taken 
from the library of OpenCV image processing 
algorithms [15]. As mentioned above, first of all each 
video frame was pre-processed. During the pre-
processing step, eye detection is performed using a 
trained Haar classifier [18]. Then the frame area found 
by Haar classifier was cropped and enhanced by 
median filter with the mask size of 5 pixels. 
Afterwards, the resulting image was convolved with 
the discrete Gaussian kernel of size 5 by 5 pixels and 
experimentally chosen deviation of 2 sigma. The 
filtering applied allows image smoothening while 
retaining the edges of the structures. After the pre-
processing step has been completed, we have to 
localize the pupil. The difficulty is that we even do not 
know a priori where the pupil lies in the image. Thus, 
localization is performed in two steps by applying the 
Canny edge detector and Hough transform to the 
edge-detected image. The Canny operator is one of the 
most wide used edge detection algorithms due to its 
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performance. Canny has defined three criteria to 
derive the equation of an optimal filter for step edge 
detection: good detection, good localization, and clear 
response (only one response to the edge) [8]. After 
smoothing the image and eliminating the noise, the 
next step is to find the edge strength by taking the 
gradient of the image. Next, non-maximum 
suppression has to be applied. There are only four 
directions when describing the surrounding pixel 
degrees: 0, 45, 90 and 135. Thus, each pixel has to be 
grouped in one of these directions to which it is 
closest. Next we check whether each non-zero pixel 
(x, y) in the image is greater than its two neighbours 
perpendicular to the gradient direction. If so, keep the 
pixel (x, y), or else set it to 0. The final phase of the 
Canny edge detector is to apply the hysteresis 
threshold. However, for the hysteresis threshold two 
threshold levels must be known. Then, by thresholding 
the result after non-maximum suppression at two 
different levels (	1 and 	2), we obtain two binary 
images. The difficulty is that we cannot apply the 
static threshold level since there are no images with 
identical properties. For automated threshold level 	1 
calculation, we use Otsu’s method [13]. The optimal 
threshold by Otsu’s method is found through a 
sequential search for the maximum variance [6] of the 
image pixels intensity histogram. Further, the 
threshold level 	2 is doubled 	1. After the parameters 	1 
and 	2 of the threshold have been calculated, we 
convert the image at these two levels into binary ones: 
T1, T2. For all the unvisited pixels (x, y) in the image 
we trace each segment in T2 to its end and set them as 
contour points. At the segment end in the image T2 we 
seek its neighbours in the image T2. If there are 
neighbouring pixels in the image, we denote them as 
contour points too. Finally, after the edge detection 
has been completed, we apply the circular Hough 
transform to localize the pupil. In the case of a circle, 
this model has three parameters: two parameters 
indicate the centre of the circle and one parameter the 
radius. To detect a circle of the radius r, the circles of 
this radius are plotted in the Hough parameter space 
centered on each edge pixel found in the image. Thus, 
the array of peaks is formed for each edge pixel. Peak 
emerges when the circles in the Hough space intersect 
with each other. Peaks in the Hough parameter space 
indicate possible centres of the r radius circles. The 
problem is that we do not know both: where the pupil 
lies in the image and how big it is. In our case, we 
iterate the circular Hough transform each time with 
the different circle radius r and select the highest peak 
value in the formed peak array. After the parameters 
for the circle have been selected, we assume that we 
approximately found the pupil centre coordinates and 
the iris radius. After we have approximately calculated 
a radius of the circle and its centre coordinates, the 
next step is to choose the points that describe the pupil 
boundary. This is done by varying the circle radius on 
polar coordinates. In other words, we iterate the angle 
and the radius in polar coordinates found by the 

iterative Hough transform and check whether the 
image point (x, y) is set to 1. If so, we add it to the 
boundary point accumulator, or else move further to 
check another image point (x, y). After the pupil 
boundary coordinates have been accumulated, we 
apply the least squares ellipse fitting algorithm to the 
parametric form of cone calculation, depending on the 
data set collected. Since our objective is to 
parameterize the pupil by an ellipse, further least 
squares algorithm for fitting the ellipse was used. A 
full description of the algorithm can be found in [1]. 
By the Fitzgibbon et. al. scheme, the best parameters 
of the ellipse correspond to an eigen-vector identified 
by a minimal positive eigen-value. Finally, the same 
scheme is applied in the iris detection and 
parameterization, with the constraint that the iris 
centre coordinates must fall within the area of the 
detected pupil. 

3. Results 

Four students of the Vilnius Gediminas technical 
university took part in this investigation. During the 
investigation a camera was recording the eye pupil 
reaction to stimuli from the test beginning till the end. 
Various questions were submitted to the students 
during the test, while they had to choose only one 
correct answer. The test held by students was graded. 
When the test was finished, the recorded video 
material was processed frame-by-frame by the means 
described in the above section with a view to 
parameterize the iris and pupil of the eye. The 
parameter set computed by least squares elliptical 
fitting algorithm was composed of the minor and 
major axis of the ellipse, relative centre coordinates, 
and the rotation angle. However, not all parameters 
were analysed with the view to detect whether 
investigative subject is stressed of not. It was assumed 
that the stress of a student may be evaluated from the 
area change in the eye pupil. However, in this 
investigation, the rotation of the eyeball was not 
known, thus it was impossible to calculate the area of 
the pupil in each frame precisely. Then an 
approximate area of the pupil was calculated by: 

� �� �2,max~
ba pupilpupilS �� , 

where the pupil a and are pupil b semi-axes of the 
approximating ellipsis. 

Since S~  and the precise area of the circle depends 
only on the radius, in a further investigation we will 
use the radius r~  only: 

� �ba pupilpupilr ,max~ � . 

Finally, we will study only those frames of the 
recorded video in which the algorithm proposed in 
Section 2 has managed to detect and parameterize the 
pupil of the eye. Hereby, from the taken video we get 
timeseries � �� 	liT rxxxxX ~|,...,, 21 �� . Here T is 
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the total number of frames. The time series X has N 
tests, so it can be described by 

� �� 	NixxxX
iiii TTTT ,,1,,,,
2111 21 �� �� 


 , 

where Ti 1 and  Ti 2 stand for the i the test question 
show-up and end-up frame number, respectively. For 
the sake of simplicity, we assume that 

� �� 	
iTi xxxX ,,, 21 ��  is a time series (vector) 

and Ti is the number of elements of the series. It is 
important to note that, in general, Ti 
 Tj as i � j. It 
means that different time is needed to answer different 
test question. 

 

Figure 1. Sample histogram of the eye pupil radius 

As Figure 1 shows, an assumption can be made 
that the radius of the pupil has normal distribution. 
However, the Kolmogorov-Smirnov test [4] rejects the 
null hypothesis H0 that the random variable has normal 
distribution with the significance level 0.05. It 
happens because of the approximation error of the 
pupil by an ellipse. With a view to filter out outliers 
that are distant from the series mean value, we applied 
the rule to the data series. For such data filtering the 
rule could be applied as well [3]. The standard 
deviation can be calculated by  

� �� ��
�

��
iT

i
ii

i

xEx
T 1

21
 , 

where E(xi) is the arithmetic mean. Then, after the data 
filtering with the rule, the re-checked null hypothesis 
H0 has been satisfied. Figure 2 presents the series 
histogram. 

 

Figure 2. Histogram of the filtered series 

Thus, after filtering and norming the initial data, 
we get � 	2010 ,,, XXXX �� , where Xi ~N(0,1), 
X0 is the vector of radii before the first test question 
show-up time. This vector was omitted from the 
further investigation. Further, trends of time series 
have to be explored. 

3.1. Moving Average Filtering 

Moving average filters are aimed at removing the 
seasoning effect on the variable xi. According to [3] 
the variable xi of series Xi can be split into a 
composition of three: 

iiii uszx 

� , 

where zi is a trend component, si is a component of 
seasoning, and ui is white noise. 

Moving average filters are able to decrease or even 
eliminate the influence of the si and ui components 
while preserving the coefficients of the polynomials zi. 
In this case, neither the seasoning nature nor the trend 
function were known, therefore several moving 
average filters were applied to eliminate the si and ui 
components. The first of the applied moving average 
filters was a simple mean filter 

�
�
�

�
�
�

�
]1,1,1,1,1,1,1,1,1,1,1,1,1[25

1;25]25[M . This 

filter calculates the average of 25 data points and is 
able to preserve the first order polynomial coefficients 

)( 10 taa 
 . Another moving average filter that is able 
to preserve the fourth order polynomial coefficients 
was introduced by Spencer [3] and it can be described 
as follows: 

�
�
�

�
�
� ������ ]60,57,47,33,18,6,2,5,5,3,1[

350
1;21]21[M . 

The results achieved by applying the filter of the data 
are presented in Figures 3 and 4. 

As it can be seen from Figures 3 and 4, there is no 
explicit trend according to which a distinction of the 
correct and incorrect answer could be possible. 
However, a presumption that the stress level of the 
investigated person should be higher when the correct 
answer for the question is not known cannot be seen 
from the figures above. In next subsection, we 
accomplish the comparison of filtered time series with 
a view to expose whether the stress situation can be 
identified. 
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Figure 3.Sample data series for the correct test answer. At the top: initial data series, in the middle: filtered by the moving 
average filter. At the bottom: Spencer moving average filter has been applied 

 

Figure 4. Sample data series for the incorrect test answer. At the top: initial data series, in the middle: filtered with moving 
average filter. At the bottom: Spencer moving average filter has been applied 

 
 

3.2. Comparison of Series 

It is important to note that the series are of 
different length, thus it is impossibleto compare two 
series using the Euclidean distance. In this case, a 
technique based on the periodogram metrics will be 
used [9]. For the stationary process Xi its periodogram 
can be calculated by the formula: 

 
2

1

1)( j
i

i

it
T

t
t

i
jX ex

T
P �� �

�
�� , 

here 
iX

i
j mj

T
j ,,1,2

���
��  , and ��

�
��
��

2
i

X
T

m
i

. 

The results of periodogram comparison of the four 
students during the test are presented in Figure 5. 

Considering that for different Xi we have a 
different number of elements Ti we use a reduced 
periodogram comparison approach. The difference is 
that the frequency is calculated by: 

ij
i

p mp
T

p ,,1,2
���

�� , 

where ),min(
ji XXij mmm � . Then the distance 

between Xi and Xj can be calculated as follows: 

�
�

��
ij

ji

m

p
pXpX

ij
jiRP PP

m
XXd

1

2)]()([1),( ��
. 

After calculating the distances between all Xi, a 
symmetric matrix D  of distances is obtained. Further, 
such a matrix can be visualized by multidimensional 
scaling methods [7]. For the sake of simplicity, we use 
the principal component analysis method. This method 
finds new points in the n- dimensional space, such that 
the corresponding distances from the matrix D  and 
that of D~ , defined by the new points, are as similar as 
possible. In this way, the new points are called as 
initial point projections. Finally, for an easier 
perception, the space dimensionality n=2 was chosen. 
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Figure 5. Test results of the four students applying the principal component analysis method to compare periodogram 

 

 

Figure 6. Test results of the four students applying the principal component analysis method to compare periodogram 
with the pre-processed data series 
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Figure 5 presents the stress state of the four 
students that took the test. Projection points are 
decoded in the following way: a point represents the 
correct test answer while the circle represents the 
incorrect test answer. As it can be seen from the 
figure, the points tend to group together, i. e., it shows 
that the periodograms are similar which means that the 
students are stressed as well. Figure 6 shows the 
periodogram comparison results when the time series 
were pre-processed by the Spencer moving average 
filter. It is obvious that this filtering improves the 
series projection results. However, to be precise, we 
need to check thehypothesis )()(:0 pjXpiX ffH �� � , 

where )( piXf � is the spectrum function of iX .  

4. Conclusions 

In this article, an algorithm is presented for 
automatic iris and pupil recognition and 
approximation by curves in the gathered sequence of 
images. The task was solved by using the Haar 
classifier for finding the eye region. Further, the 
detected region was passed to the algorithms for 
image edge detection and pattern recognition. Finally, 
parametric estimates of the identified structures were 
obtained using the least-squares algorithm. The 
analysed parameter set, composed of ellipses for iris 
and pupil approximations, described long and short 
axes. A preliminary data analysis has revealed that an 
ellipsis that approximates pupil or iris of the eye can 
be replaced by a circle of radii equal to the major 
semi-axis of the ellipsis. However, for a better 
accuracy it is required to assess the spatial eyeball 
rotation angle. 

It is impossible to compare the obtained data using 
the Euclidean distance measures. For this reason, the 
metrics based on periodograms were used to compare 
the data series. The differences calculated between the 
eye pupil reaction to stimuli and the question show-up 
time were introduced to multidimensional scaling 
algorithms to reduce dimensions. We have noticed that 
stimulitothe false answers tend to cluster, in contrast 
to stimuli to the correct answers. 

Application of different moving average filters to 
reduce noise has improved the evaluation of similarity 
(dissimilarity) between the reactions to stimuli. 
Furthermore, the projections of reactions to stimuli of 
distinct investigative have yielded different results 
even when the Spencer moving average filter was 
introduced. These results suggest that the metrics 
based on periodograms can be used to spot if the 
investigated subject is stressed. 

We have illustrated that time series of reactions to 
stimuli have a normal distribution and for the future 
research, it is expedient to verify the hypothesis on the 
equality of peridogram spectrum functions.  
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