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Abstract. The concept of audiovisual interface between human and stochastic process modeling and analysis soft-
ware is investigated. Examples revealing the advantages of audiovisual interface over audio-only interface are given. 
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1. Introduction 

Computers are widely used for analyzing stochas-
tic process characteristics, for solving the problems of 
process identification, clustering and recognition. 
Computers are also widely used for modeling the sig-
nals generated by stochastic dynamic systems. 

While solving these problems, investigators have 
to work in loosely defined situations. They have to 
come to the solution not having or having very little 
information on the investigated processes. In such si-
tuations investigators refer to their previous expe-
rience, knowledge, intuition and step by step come to 
the solution. Computers are used in such an investiga-
tion process. They can calculate very quickly, they 
need no rest and they can present the computation re-
sults in a practical form. But if the investigator wants 
a computer to calculate anything, he has to give strict-
ly formulated tasks or commands. During the whole 
process, the investigator has to deal with lots of diffe-
rent tasks and commands of this kind. Usually, these 
commands are given using keyboard and mouse. Such 
an interface sometimes distracts the investigator and 
makes the intellectual work less productive. It would 
be much more convenient if we could work with a 
computer not giving commands but just having a con-
versation and exchanging information – just like 
working with human laboratory assistant. 

Such an interface can be realized by using speech 
recognizers and speech synthesizers. But when one 
has to work in the noisy environment, a lot of recogni-
tion errors make the situation complicated. This defect 
can be eliminated using the audiovisual interface for 
human-computer dialogue. In this case, beside the 
audio signal, visual information of user’s articulatory 
tract (and/or body gestures) is used.  

We present a concept of audiovisual interface bet-
ween human and stochastic process analysis and 

modeling software. Some examples demonstrating the 
advantages of audiovisual interface over the audio-on-
ly interface are presented. Also, in this article we give 
an example of human-computer dialogue between 
investigator and stochastic process analysis and mo-
deling software. 

2. Situation overview 

Multimodal interfaces (MMI) aim at integrating 
several communication means in an harmonious way 
and thus make computer behavior closer to human 
communication paradigms, and therefore easier to 
learn and use. This has been possible with the advent 
of multimedia systems that can sample, store and 
produce complex types of information in real time [3]. 
People usually use the language for the communica-
tion. Most often the speech and body language (dif-
ferent body movements – usually hand gestures and 
gaze) is used. 

Communication psychologists say that about 60-
80% of overall information during the conversation 
between two people is transmitted by non-verbal 
means of communication and only 20-50% in a verbal 
way [2]. 

The idea of multimodal interface is based on the 
belief that communication with a computer must be-
come more natural – similar to the way we communi-
cate to each other. We can say that the multimodal 
interface is trying to move to communication with 
machines rather than operation of machines [8]. 

Multimodal interface channels can be grouped in 
such a way: 

1. Tactile – when different devices, which require 
a physical contact for input, are used: keyboard, 
mouse, touch screens, special pens, etc.  
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2. Acoustic – when the speech and other human 
produced sounds are detected. 

2. Data streams from different modalities are 
analyzed in parallel and complement each other 
making the command more robust and reliable. For 
example, the command is given by voice and gesture. 
Both streams are analyzed and finally one command is 
comprised. In this case, if the voice command is not 
recognized because of the environmental noise, it is 
corrected using visual information, and vise versa. 

3. Visual – when different movements of human 
body parts are detected, for example lip movements, 
hand gestures, head or eyes position. 

Having in mind that most often people use speech, 
gaze (eye movements) and a wide spectrum of body 
language movements (usually hand gestures and the 
gaze) [11], we can say that tactile interfaces are not 
natural but determined by technical limitations which 
were relevant to the time when first computers ap-
peared. Multimodal interface researchers aim at using 
audio and visual channels to make human-computer 
interaction more human-centered and anthropomor-
phic [10]. 

The multimodal interface means not only using 
more input channels, but also new interface concepts: 
sound icons, smart interface ideology, dialogue versus 
operation of the computer. 

One of the main ideas is that we need to escape 
from the WIMP (Windows, Icons, Menus, Pointers) 
paradigm thus seeking to make the interface more 
natural, intuitive, flexible and expressive [24]. Multimodal interface enthusiasts do not try to 

eliminate the mouse and keyboard, at least in the nea-
rest future. In some cases these input devices are 
hardly replaceable by anything better. But there are 
situations when traditional means of control are 
uncomfortable and restrictive. For example, when the 
user can not contact with control devices physically 
(when the user is at some distance from the machine, 
when the hands are busy, or when the user has to 
move around), when computer is intended to accept 
commands from several users, or when the user is not 
skilled at using the mouse ant the keyboard. 

While constructing MMI, we have to keep in mind 
that software must be adapted to such an interface if 
we want to benefit from it. At first we have to answer 
the questions: why are we creating MMI, why a tradi-
tional interface is not good in a special case, and is it 
possible, that MMI would limit user’s behavior 
instead of helping? 

The modalities must be combined so that the 
synergy would be achieved and MMI would over-
perform the single modality interface [13]. Thus, there 
appear new interface concepts [4, 5, 8], new interface 
design principles [16], metaphors (sound icons, smart 
interface), the criteria of interface efficiency [12] and 
even myths [24]. 

At the moment multimodal interfaces are used in 
such areas: control of CAD programs [6], robot cont-
rol and interface [25], medical instrument control [1], 
GIS control, for collaborative knowledge work [13] 
and other areas. 

In respect of the research object, MMI is the cross-
discipline area where the researchers with different 
backgrounds (computer science, mathematics, psycho-
logy, ergonomics, medicine and others) are working.  

There exist systems, which use such modalities: 
keyboard, mouse, visual information (of the face, 
eyes, lips), auditory information, gestures and special 
communication devices (for example special sensory 
gloves). The modalities are combined in different 
ways to achieve synergies that transcend the benefit of 
a single modality. 

More information on the various aspects of MMI 
can be found in the works of scientists from MIT [5], 
Swedish Royal Institute of Technology [7], Chinese 
Academy of Sciences [16], Oregon Health & Science 
University [23, 16], Rutgers University (New Jersey) 
[13, 12], ATR Spoken Language Translation Research 
Laboratories (Japan) [19]. 

The „Put-That-There“ system [4], created in Mas-
sachusetts Institute of Technology (MIT), is the first 
example of the multimodal interface. In the ninth 
decade of the last century when computers didn’t even 
have a graphical user’s interface, R. A. Bolt demonst-
rated a system, which was controlled by speech and 
gestures. Later, based on these experiments, the book 
was released which became the first solid issue about 
multimodal interfaces [5]. Researchers at MIT keep on 
doing their work and develop the systems that use 
speech, gestures and gaze for the human-machine 
interface [29]. While the computers become more and 
more powerful, the multimodal interface becomes 
more realizable. 

3. The problem of process analysis and the 
concept of human-computer interface 

The functioning of mechanisms and organisms is 
related with random processes of a different nature. So 
there arises a necessity to analyze these random pro-
cesses, study their features, and to develop their 
mathematical models. In solving this kind of prob-
lems, at first the investigator has no information on the 
processes. In order to describe the features of such 
random processes, an experimenter poses hypotheses 
and gives commands to a computer to verify them. 
The investigator obtains the calculation results from 
the computer and, basing on them, either accepts the 
posed hypotheses, or poses new ones. Thus he has to 
work in a dialogue mode. 

The modalities can be combined in the following 
ways: 

1. Data streams from different modalities make 
up a composite command. For example, the user 
says “put the red object here” and shows the place by 
hand where the object has to be put [29]. 
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To realize these jobs, a dialogue system STADIA3 
for the statistical analysis of random processes was 
developed. When employing the dialogue system 
STADIA3, the researcher gives tasks to the computer 
by using the keyboard or/and mouse. However, this 
prevents him from concentrating attention on the ana-
lysis of the results obtained by computer and from 
formulating new hypotheses on the features of the 
process. 

This kind of defect can be diminished using the 
audiovisual interface between the user and the statis-
tical software of random process analysis. 

To this end, a statistical analysis system of random 
processes STADIA4 is in progress by means of which 
the dialogue is realized through the audiovisual inter-
face. The interface between the investigator and the 
process analysis system STADIA4 is illustrated in 
Figure 1. 

 
Figure 1. The scheme of interface between investigator and process analysis system STADIA4 

The user communicates with the process analysis 
software STADIA4 using the voice and gestures. For 
that purpose the following tools are used: 

1. Hardware: microphone, video camera. 
2. Software that records audio and video. Both 

streams are passed to recognizers using the appro-
priate protocols. 

3. Software that recognizes audio and video infor-
mation. The audio software recognizes the given num-
ber of commands (phrases, words). Visual software 
recognizes the given number of micro or macro move-
ments which we call gestures. The results of both 
programs are the control codes. The software can in-
form about recognition conditions, ask to complement 
or repeat the task or report that voice command is not 
synchronized with gestures. 

4. Audio and video software agents. This software 
is responsible that control codes are formatted 
according to the appropriate communication protocols 
and passed to STADIA4. 

After the STADIA4 software has got the command 
from the agent, it performs requested operations and 
reports success or failure. 

The feedback, as well as the commands sent by 
user, is audiovisual. STADIA4 reports notifications by 
voice and displays them on the screen. 

The concept of the dialogue between the investi-
gator and computer is based on the finite set of the 
actions that program can perform. 

The investigator gives commands to STADIA4 
through the audiovisual interface, which consists of 

audio and visual recognizers and agents. STADIA4 
reports the messages to the investigator through the 
audiovisual feedback channel. 

In this situation, the following scenario of the 
dialogue between the investigator (marked as "I") and 
the system STADIA4 (marked as "S") can be an 
example: 
I: Let‘s start. 
S: Starting. 
I: Generate autoregression sequence. 
S: Please give the sequence parameters. 
I: Sample size – five thousand values. 
I: First equation coefficient – one point one. 
I: Second equation coefficient – minus zero point nine. 
I: Noise – one point three. 
S: Invalid parameters. The model is not stable. 
I: Change equation coefficients. 
I: First equation coefficient – one point two. 
I: Second equation coefficient – zero point nine. 
S: Done (computer generates and draws the sequence 
graph). 
I: Calculate spectral density. 
S: Done (computer calculates spectral density function 
and draws its graph). 
I: Increase the spectral density ordinate scale. 
S: Done. 
I: Let‘s finish. 
S: Finishing. 
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4. The methods and tools used in the 
audiovisual human-computer interface 

The audiovisual speech recognition system 
consists of audio and video detection and elementary 
processing, audio and visual feature extraction, and 
audio and visual feature integration (Figure 2). 

At first, in the video signal the face and mouth are 
detected and then tracked. Further the visual features 
are extracted from the video signal, then the features 

from different streams are integrated and recognition 
decision is made. Our area of interest is the visual 
feature extraction and feature integration. The front-
end for face and mouth detection and tracking is used 
as proposed by I. Shdaifat in 2005 [27]. 

In our concept of human-computer audiovisual 
interface, in the general case, audio and video streams 
are independent (Figure 1). Using Coupled hidden 
Markov model (CHMM), the scheme is as follows 
(Figure 3). 

 
Figure 2. The components of the audiovisual speech recognition system 

 
Figure 3. The scheme of interface between investigator and process analysis system STADIA4  

when the CHMM is used for recognition 

Further we present the visual feature extraction. 
The 8 bit images of the user’s mouth are analyzed: 

the pictures are called regions of interest (ROI). Then 
the visual features are extracted from a sequence of 
these regions by using the cascade feature extraction 
system similar to that described in [22, 17]: the se-
quence of images of ROI is normalized into the pic-
tures of dimension 32x32 and then fed to the system 
illustrated in Figure 4. First of all, the primary ROI 
image is mapped into a 32-dimensional space of fea-
tures by using the principal component analysis (PCA) 
functions. Afterwards, the digitized signal values are 
upsampled so that they correspond to the sequence of 
audio features. Next, the sequence is normalized by 
using feature mean normalization (FMN) according to 
the algorithms described in [22]. We obtain a descrip-
tion of the image that models interrelations of image 
observations. Finally, viseme-based linear discrimi-

nant analysis (LDA) is made. As a result, the visual 
observation vector is obtained. 

Audiovisual integration or feature fusion is an 
operation when two streams (audio and visual) are 
“fused together” and the recognition decision is made. 
The recognition methods in the frame of audio-visual 
speech recognition are concentrated on the Hidden 
Markov model. Some alternative statistical classifica-
tions use artificial neural networks [27]. 

There are three strategies for audio-visual feature 
integration: the early, intermediate and late integration 
[21, 26, 9]. In our case we use intermediate integra-
tion. 

In our system, the Coupled Hidden Markov model 
(CHMM) for audiovisual integration is used [20, 18] 
(Figure 5). 
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Figure 4. Flow Chart of visual feature extraction 

 
Figure 5. CHMM – Coupled Hidden Markov Model 

In Figure 5, squares represent hidden discrete sta-
tes (audio and video), circles represent the continuous 
observable states (audio and video), dark arrows re-
present transition probabilities and light arrows repre-
sent emission (observation) probabilities. 

The CHMM can model the audio-visual state 
asynchrony and preserve the natural audio visual 
dependencies over time through the transition 
probabilities between the hidden states [18]. 

In the CHMM, the transition probability of either 
an audio or video state at time t is dependent on the 
previous audio and video state at time t-1. The 
emission probability of each stream is independent of 
each other. 

Transition probability from state j to state i in 
CHMM: 
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Where 

t
aq – the current hidden audio state at time t, 
t
vq – the current hidden visual state at time t. 

The audio stream in our system can be evaluated 
using different parameters, for example, mel frequen-
cy cepstal coefficients (MFCCs) [28]. 

Audiovisual interface advantage over the audio-
only interface reveals itself in noisy environments. 
The visual signal is resistant to acoustic noise and in 
this way it increases the recognition rate. Using the 
visual stream together with audio, we can avoid some 
problems specific to audio-only systems. For example, 
the consonants m and n are difficult to recognize from 
the acoustic signal, but using the visual signal, they 
are easily distinguished (Figure 6). One more 
example: consonants p and t (Figure 7). 

 
Figure 6. Articulatory image of the consonants m and n 
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Figure 7. Articulatory image of the consonants p and t 

6. Conclusions 

1. To ensure efficient work with stochastic process 
analysis and modeling system, it is reasonable to in-
voke new ways of communication between the inves-
tigator and computer which realize the conversation 
between the user and machine. 

2. The audiovisual interface gives an opportunity 
to make the communication between the investigator 
and special software more reliable. 

3. The concept of the audiovisual interface bet-
ween the investigator and software was presented. 

4. The example of the dialogue between the inves-
tigator and stochastic process analysis and modeling 
system STADIA4 was presented. 
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