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Abstract. A successful SoC and embedded system design requires the thorough domain analysis and design space 
exploration. The early evaluation of design characteristics allows to take advantage of many architectural options 
available and to modify the system architecture, if needed. Currently, SystemC is used to model hardware and software 
parts of the system at the high-level. However, the characteristics of the modeled systems are obtained only at the late 
stages of the design. In this paper, we present a framework for the estimation of design characteristics at the modeling 
level of a design. The SystemC class library is extended with new classes describing the computation of area, delay and 
power characteristics of the SystemC models. The achieved results are illustrated with a case study. 
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1. Introduction 

The main aim of a designer is to develop a target 
system while keeping the development time and costs 
as minimal as possible. The realization of this aim is 
subject to various performance and functionality cons-
traints such as battery capacity or device response 
time. As the complexity of embedded systems and 
Systems-on-Chip (SoC) is rapidly growing, the 
designers are moving towards higher levels of abstrac-
tion in design, such as UML-based design [1], plat-
form-based design [2] and SystemC [3]. Different 
abstraction levels are used to address different design 
concerns at the different level of detail. The key objec-
tive of the designer is to model the system at each 
abstraction layer with as little detail as possible and to 
estimate the design metrics, which are further used to 
make sound design decisions [4]. Analysis of design 
characteristics is vital in the early stages of design, 
where there are many design space exploration options 
for determining the SoC architecture and selecting or 
trading off the key hardware (HW) or embedded 
software (SW) components. 

While providers of the commercial synthesis tools 
are increasingly focusing on SoC design, their tools 
usually implement a top-down approach that requires 
the SoC designer to fully define the function of a de-
veloped system, repeatedly decompose coarse-grained 
functions into smaller subfunctions, and then map 
them into the available library HW cores [5].  

Using such a methodology, the physical design 
characteristics can be estimated only in the final stages 
of design. Consequently, in case of any mismatch with 

the imposed design constraints it is very costly and 
almost impossible to redesign the system in a given 
time span. That can be one of the reasons, why 85 % 
of SoC design projects miss their target date [6]. Even 
minor modifications require large design efforts and 
much time. It may take two or more weeks to rebuild a 
moderately modified SoC to a physical implementa-
tion ready for verification [6]. As design processes 
move to the higher levels of abstraction, estimation of 
design characteristics must follow them, too. 

One of the most important design characteristics 
for a wide range of electronic systems, starting from 
battery-powered mobile appliances to smart devices, is 
power (energy) consumption [7, 8], though other 
characteristics such as a chip area or system delay 
(latency) remain as important as ever. With rising 
embedded system complexity, it is becoming increa-
singly critical to address the power consumption early 
in the design cycle, i.e., at the system-level, when sig-
nificant opportunities exist for optimizing the system 
architecture and for meeting the design constraints [9, 
10, 11].  

The novelty of this paper is the framework for the 
estimation of area, power and delay characteristics of 
HW systems modeled at the register-transfer level 
(RTL) using the SystemC modeling language. The 
framework also allows for dynamic power profiling 
and analysis based on the state of the modeled circuit. 

The outline of the paper is as follows. Section 2 
overviews the related work. Section 3 presents the 
description of the model estimation framework. 
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Section 4 presents a case study. Finally, Section 5 
evaluates the results and presents the conclusions. 

2. Related work 

Recently, with the move towards system-level 
specifications and design methodologies in SoC 
design, there has been a significant research interest in 
power estimation and modeling. A detailed survey of 
high-level power modeling and optimization 
techniques is presented was [12].  

According to [4], the consumed power can be 
estimated at four different abstraction levels:  

(1) Transistor-level methods simulate the circuit at 
the transistor or switch level and monitor the supply 
current [13].  

(2) Gate-level methods simulate a design at the 
logic-gate level and calculate power using switching 
activity and node capacitance [14].  

(3) RTL methods model the power consumption of 
middle-grained components such as muxes, adders, 
multipliers, and registers [15, 16, 17]. 

(4) System-level methods estimate power con-
sumption based on simple high-level descriptions of 
the systems using abstract models of capacitance and 
switching [11, 18, 19].  

At the system-level of abstraction, SystemC is 
becoming widely accepted as a unified modeling tool 
for modeling embedded systems. SystemC, which in 
fact is an extension of C++ with a library of C++ clas-
ses for HW simulation, lacks the semantics to capture 
energy and other HW-related physical information. 
However, the object-oriented nature of SystemC 
allows to extend it for providing to the designer more 
information than just plain waveforms. Several related 
works deal with the high level modeling power and 
other design characteristics using SystemC or other C-
based models.  

For example, Darringer et al. [5] described an 
approach for developing high-level performance mo-
dels for SoC designs and outline how this performance 
analysis capability can be integrated into an overall 
environment for the efficient SoC design.  

Abril et al. [18] proposed a simulation framework 
for the energy consumption estimation and optimiza-
tion of high-level behavioral C models of SoC. 

Lajolo et al. [20] described power estimation tech-
niques for HW/SW designs based on concurrent and 
synchronized execution of multiple power estimators 
that analyze different parts of SoC. Power estimators 
operate at different levels of abstraction (e.g., 
RTL/gate-level power simulator for application-spe-
cific HW parts, ISS-based power estimator for em-
bedded SW, and a behavior-based power estimator for 
SoC integration architecture). 

Orinoco [21] is a commercial high level power 
estimation tool, which allows to compare power 

consumption of different algorithms running in 
different architectures in SystemC. 

Brandolese et al. [22] presented a SystemC-based 
area estimation methodology for design space explora-
tion of FPGA designs. The methodology is based on a 
two-level model described in behavioral style and the 
area is expressed in terms of number of flip-flops and 
look-up tables. The methodology focuses on a specific 
tool chain and a specific target device, but allows 
semi-automated retargeting towards different combi-
nations.  

Bansal et al. [23] proposed a framework for integ-
rating power models within a system-level simulation 
environment to achieve a superior trade-off between 
overall power estimation accuracy and efficiency. A 
framework is based on a network of power monitors, 
which observe component-level and system-level 
execution and power statistics at run time. 

Fornaciari et al. [24] introduced power metrics as a 
part of the HW/SW co-design environment to guide 
the process of system-level partitioning. Power 
evaluation metrics were defined to widely explore the 
architectural design space at the high abstraction level. 

Krishna et al. [16] proposed RTL estimates for 
power exploration at the behavioral level of design 
using RTL templates, which characterize the area, 
delay and power of the design. The templates are 
based on some knowledge of the logic block such as 
the number of nodes, levels and their interconnections. 
The average switching activity of a module is calcu-
lated based solely on its functionality.  

Xanthos et al. [25] proposed a modification to the 
SystemC library to enable power estimation of digital 
systems built upon a set of primitive logic gates. Mi-
nor modifications of SystemC modules enable the 
calculation of the dynamic power component due to 
logic transitions on the nodes of a digital circuit. 

This paper was primarily inspired by the work of 
[25] and is an extension of it. The model estimation 
framework proposed in this paper (1) is more accurate, 
because it takes the different input capacitance of the 
technological library components into account. (2) 
The model was extended for area and delay estimation 
of SystemC models. (3) The presented model allows 
for dynamic power profiling and analysis based on the 
state of the circuit. 

In the next section, we present a description of the 
proposed framework. 

3. Description of framework  
3.1. Basic principles  

We have defined three main criteria for our model 
estimation framework: power consumption, delay and 
chip area. Delay is the amount of time passed between 
the supply of input signals to the circuit and the 
receipt of output signals. The area is an estimation of 
the final circuit area occupied by the implemented 
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system on a chip. The power consumption defines the 
amount of power consumed by a component (system) 
during the execution of its functions. The power 
consumption in ICs has three main components [26]: 
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where:  (1) Power consumption during the switching of 
CMOS gates, when the complementary parts are open 
simultaneously. 

Im – is the set of inputs of the component m.   

3.2. Extension of SystemC library  (2) Power consumption caused by leakage currents 
during the non-conducting state of gates. Parameters 
influencing leakage are the supply voltage, the transis-
tor threshold voltage, transistor dimensions like width 
and length, temperature, IR drop effects, manufac-
turing tolerances and the state of the gate. 

Using the Eq. (1)-(3), we have extended the 
SystemC library in order to allow for the estimation of 
the physical design characteristics. Figure 1 shows the 
extension metamodel. We extended the SystemC 
library with 3 additional classes: (1) sc_areaHandler 
class for calculation of the area characteristic of the 
estimated system, (2) sc_delayHandler class for calcu-
lation of delay of the estimated system, and (3) 
sc_powerHandler class for estimating power con-
sumption of a modeled system. 

(3) Dynamic power consumption during data de-
pendent switching of transistors and connections bet-
ween them. The dynamic power consumption depends 
upon switching activity and the size of switched 
capacities. Dynamic power consumption accounts for 
the largest portion of the total consumption of power 
in digital circuits [27].  

The references to these classes are inserted into the 
sc_module class, which is a super-class for all 
SystemC models. Therefore, each SystemC model 
gets its own area, delay and power handler classes by 
inheritance. The estimated HW system is represented 
using the Composite design pattern. Each module of a 
system is either itself a composite of the lower-level 
components or a lowest level component. Each 
SystemC module is provided with the additional pro-
pagate and delay signals required for power and delay 
modeling, respectively. The estimation takes place 
during the modeling of the system and the results of 
estimation are printed to the standard output. 

In this paper, we analyze only the dynamic power 
consumption of a HW system. We assume that each 
node of a digital circuit is an input and an output of a 
logic gate. Therefore, the capacitance being switched 
consists of two components [25]:  

(1) The input capacitance Cin of the gate, which 
consists of the gate capacitances of the input signal 
receiving transistors.  

(2) The output capacitance Cout of the gate which 
consists of the diffusion capacitances of all transistors 
connected to the output node of the driving gate.  

The estimated dynamic power Edyn consumed by 
the model of a system M during one cycle of operation 
is calculated as the sum of all switched input and 
output capacitances multiplied by the power supply 
voltage VDD [28]: 

∑
∈
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For the power estimation, for each component of 
the modeled system we need to add the estimation() 
method to calculate the number of 0-to-1 transitions at 
its input and output ports, calculate the corresponding 
dynamic energy consumption using Eq. (1) and save 
the results to a global variable. The values of the input 
and output signals are stored and used during the next 
estimation of the component’s power consumption. 
The calculation of power consumption depending 
upon the number of input and output transitions and 
the type of the component is performed by the 
calcPower(…) method of the sc_powerHandler class. 
For each composite module we just need to add an 
additional propagate signal required to propagate 
calculation of power to the lower levels of a model 
during modeling. 

where:  
tin , tout are the number of input and output 

transitions from logic "0" to logic "1", 
cin , cout are the input and output capacitances that 

depend upon the gate type and the technology used, 
m is a component of a system M. 
The chip area A of the model of a system M is 

estimated as a sum of the area of all components of a 
modeled system as follows:  

∑
∈

=
Mm

mAA . (2) 

For the calculation of area, we just add to the 
estimation() method a call to the calcArea(…) method 
of the sc_areaHandler class. This method increases 
the value of a variable that is used to store the value of 
chip area depending upon the component type. 

Note that the area of wiring is not estimated here. For the calculation of critical path delay, for each 
signal in a SystemC model an additional delay signal 
is introduced, which is used to propagate the delay 
value of each signal across the circuit. For the 
composite models, the delay signals are just wired to 
the corresponding delay signals of the lower level 
components, while for the components, the values of 

The delay of a model of a system M is the longest 
delay (critical path delay Dcr.path) of an output of a 
model M, and it is calculated as the maximal delay of 
its inputs di, i∈Im increased by the delay Dm of its 
component m as follows:  
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input delay signals are passed to the calcDelay(…) 
method of the sc_delayHandler class and the values of 

output delay signals are calculated depending upon the 
type of the component. 

 

Model 

Component
-name: string 
+estimation() 

Composite

0..*

sc_module

sc_areaHandler

+calcArea(name:string)

sc_delayHandler

+calcDelay(inpDelay:float, outpDelay:float, name:string) 

sc_powerHandler

+calcPower(inpTrans:int, outpTrans:int, name:string) 

sc_signal<T>

propagate_signal

delay_signal 1..*

1

 
Figure 1. SystemC extension metamodel 

 
for each model in system 
    add propagate signal 
    for each signal in model 
        add delay signal 
    end for 
    if model is composite 
        for each component in model 
            wire delay signal 
            wire propagate signal 
        end for 
    else 
        add estimation method 
    end if 
end for 

 

For the calculation of area, we just add to the 
estimation() method a call to the calcArea(…) method 
of the sc_areaHandler class. This method increases 
the value of a variable that is used to store the value of 
chip area depending upon the component type. 

For the calculation of critical path delay, for each 
signal in a SystemC model an additional delay signal 
is introduced, which is used to propagate the delay 
value of each signal across the circuit. For the 
composite models, the delay signals are just wired to 
the corresponding delay signals of the lower level 
components, while for the components, the values of 
input delay signals are passed to the calcDelay(…) 
method of the sc_delayHandler class and the values of 
output delay signals are calculated depending upon the 
type of the component. 

Figure 3. Pseudocode of modification of SystemC models 
for estimation of characteristics 

The pseudocode of the estimation() method is 
given in Figure 2.  

4. Case study 

As a case study for estimation of design characte-
ristics, we consider three 1-bit full adder implemen-
tations: 1) naive, 2) NAND-based, and 3) AOI-based. 

 
calculate outputs of model 
for each input signal in model 
    increase input 0-to-1 transitions counter 
end for 
for each output signal in model 
    increase output 0-to-1 transitions counter
end for 
call power handler (input transitions counter, 
    output transitions counter, model name) 
call area handler (model name) 
call delay handler (input delay signals,  

output delay signals) 
store current values of inputs and outputs 

 

The naive implementation (Figure 4) consists of 2 
XOR gates, 2 AND gates and 1 OR gate. 

Cout

A
B S

Cin

 

Figure 2. Pseudocode of the estimation method 

The extension of SystemC modules describing a 
particular HW system model is summarized using 
pseudocode in Figure 3. 

Figure 4. Schematics of naive 1-bit adder implementation 

The NAND-based implementation (Figure 5) con-
sists of 3 NAND2 gates, 5 NAND3 gates, 1 NAND4 
gate and 3 INV gates. 
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cout 

S 

A 
B 

cin 

Figure 5. Schematics of NAND-based adder 
implementation 

The AOI-based implementation (Figure 6) consists 
of 2 NOR2 gates, 3 AOI (AND-OR-INV) gates and 1 
INV gate. 

 
Figure 6. Schematics of AOI-based adder implementation 

The results of estimation of the physical design 
characteristics are presented in Table 1. The charac-
teristics of 0.8 µm CMOS technology; VDD = 3.3V 
library gates were used [29]. 

As we can see, the most efficient adder imple-
mentation in terms of area, delay and average power 
consumption per cycle is the AOI-based implementa-
tion. However, due to its slower speed, the naive 
implementation actually consumes less power per se-
cond. Thus, if the designer needs to meet area or delay 
constraints, he should select the AOI-based adder, 
whereas for low-power devices, where power is the 
biggest concern, and the delay is not so important, the 
naïve implementation may be selected. 

The estimation of power consumption is a complex 
problem, because power dissipated in circuits depends 
not only upon the inputs of the circuit, but also upon 
the previous inputs of the circuit. Thus, the power 
consumption numbers given by most of circuit 

synthesizers are only averaged values based on a 
sample of circuit inputs. However, power consumption 
of the circuit is not constant and varies over time.  

In Figure 7, we present the power consumption 
profile of the NAND-based adder model. Power 
consumption here is considered as a function that 
depends upon two parameters: current input values 
and previous input values of the circuit: 

),( 1−= tt IIfP .  
Here, input values are coded as particular states of 

component input, e.g., if A = 0, B = 0, cin = 0, then 
Input state = “1”, etc. As we can see, if the input is not 
changing, the circuit remains in the same state and no 
power is dissipated. If the input of the circuit changes, 
the state of the circuit also changes and power is 
dissipated depending upon particular combination of 
current and previous state of the circuit. In this case, 
the largest power dissipation values are observed, 
when most of the input bits are switched, e.g., in “S8” 
-> “1” transition, when all circuit inputs are switched 
from logic “1” to logic “0”.  

1 2 3 4 5 6 7 8
S1
S2
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S4
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S8

1000-1500

500-1000

0-500

Figure 7. Power consumption profile of the AOI-based 
adder implementation 

Power modeling also provides another possibility 
for a designer: power consumption breakdown by 
component type. The designer can use this option to 
discover power consumption “hotspots” in his design, 
i.e., components that are consuming much power and 
try to find an alternative solution using different com-
ponents that consume less power. For example, in 
Figure 8 power consumption breakdown by compo-
nent type for two adder implementations is given. As 
we can see, most of power is consumed by the 
NAND3 gates in NAND-based implementation and 
the AOI gates in AOI-based implementation. 

Table 1. Characteristics of the adder implementations 

Adder 
implementation 

Area, µm2 Delay, ns Av. power 
consumption/cycle, pW 

Av. power 
consumption/s, mW 

Naive 7043 2.49 9.649 3.875 
NAND-based 7413 1.43 8.826 6.172 
AOI-based 4819 1.38 7.331 5.312 
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NAND3
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AOI2
NOR2
INV
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Figure 8. Power consumption breakdown by component 
type: (a) NAND-based adder implementation, (b) AOI-

based adder implementation 

The usage of the model estimation framework in 
SystemC however, for a designer, has some penalty. 
Since during modeling of a system more computations 
are performed, the system is modeled slower than 
without estimation of design characteristics. The 
modeling slowdown results for our framework are 
presented in Table 2. 

The results show that slowdown caused by estima-
tion is about 68 %, which is a satisfactory result, 
considering that other papers report up to 8.5 slow-
down factor of modeling incurred by estimation of 
design characteristics [23] (note that direct compa-
rison is not possible due to the different complexity 
and functionality of the estimation frameworks and 
modeled systems). 

Table 2. Decrease of modeling speed 

Adder  
implementation 

Modeling time without 
estimation, ms 

Modeling time with 
estimation, ms 

Slowdown factor 

Naive 10.0 16.6 66 % 
NAND-based 10.3 17.2 67 % 

AOI-based 7.5 12.8 71 % 
 
 

5. Evaluation and Conclusions 

The main benefits of the framework are as follows. 
First, the framework allows to estimate design charac-
teristics at a higher abstraction level, which allows 
faster modeling and testing of a design. Second, the 
framework allows estimating design characteristics at 
an early design stage, thus allowing a designer to se-
lect more efficient implementations or modify design 
architecture that does not satisfy design constraints 
with less pain and cost, and consequently allows to 
decrease time-to-market and increase overall designer 
productivity. 

The framework, however, also has some draw-
backs. First of all, the models must be modified for 
introducing new signals and methods. We hope to 
solve this problem in future by transforming the 
analyzed models into estimatable models automati-
cally using generation/transformation techniques, e.g., 
metaprogramming.  

Another problem is that modeling of a system be-
comes slower. In our case study, modeling with esti-
mation of design characteristics is about 68% slower 
than without estimation. However, since we perform 
system modeling at a higher level of abstraction using 
SystemC, which in turn by some reports allows mo-
deling more than 3 times faster than, e.g., modeling at 
VHLD level [30], the overall modeling process is 
performed faster and at a higher abstraction level, than 
e.g., performing modeling at VHDL level and 

obtaining design characteristics using a commercial 
synthesizer. 

The presented model estimation framework allows 
for the early estimation and analysis of the physical 
design characteristics. Such an analysis can already at 
the early stage of design provide an answer whether 
the designed system would match the design const-
raints. Based on the results of the analysis, the desig-
ner can select the system architecture that can lead to a 
more efficient implementation. Dynamic energy pro-
filing helps to better understand dynamic properties of 
the designed system, which may be helpful for power 
optimization of mobile devices.  

Future work will address estimation of behavioral 
SystemC model characteristics, design space explora-
tion by providing estimation of design characteristics 
for different technological libraries, further develop-
ment of power estimation models in SystemC to allow 
more sophisticated power consumption analysis of 
SystemC models. 
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