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Abstract. A problem of the model-based optimization of fed-batch cultivation process is solved for two control 
actions: feed-rate and dilution rate. A goal of optimization is to maximize the yield of cells’ biomass at the end of 
cultivation cycle. Two alternative optimization methods, based on the maximum principle of Pontryagin and the finite 
dimensional optimization approach, are developed for the problem solving. Numerical example illustrating application 
of the optimization algorithms is presented and discussed. 

 
1. Introduction 

Fed-batch cultivation technique is a mode of bio-
reactors operation that provides distinct advantages 
over the other operation modes and has a widespread 
industrial application [1]. Concentration of substrate 
in cultivation medium of fed-batch process can be 
externally manipulated by altering the feed rate. 
Therefore, an optimal state of microorganisms’ culture 
can be maintained by using the appropriate feed-rate 
profiles. Optimization of fed-batch cultivation proces-
ses is one of relevant problems in biotechnology. 
Recently the mathematical model-based optimization 
approach is widely used for development of fed-batch 
processes for production of new products, as well as 
for improvement of the established processes [2-7]. 

In the fed-batch cultivation processes, several fac-
tors influence the process state and govern the process 
behavior [8, 9]. Along with the concentration of 
substrate, the process is influenced by the products of 
metabolism that accumulate in cultivation broth and 
cause an inhibition of cells’ growth. The metabolites 
concentration can be altered by dilution of the cultiva-
tion broth with pure water. Therefore, the two control 
actions can be considered for optimization of fed-
batch cultivation processes: feeding with the substrate 
solution and additional dilution with pure water. 

It should be stressed that production of particular 
biotechnological products, especially in pharmaceutics 
industry, is subjected to strong technological regula-
tions and improvement of the established processes 
requires long lasting approval procedure. However, 

dilution of cultivation medium with pure water at the 
end of cultivation cycle is not considered to be a 
principal modification of technological conditions and 
can be applied, if relevant, without restrictions. 

In this work, the two types of practical optimiza-
tion problems are considered. The first type is related 
to the development of new fed-batch processes, when 
no restrictions on the initial technological conditions 
are imposed. The second type is related to an improve-
ment of the established processes, when initial tech-
nological conditions are fixed. 

Solutions of similar optimization problems formu-
lated for a single control variable – feeding rate of 
substrate solution are demonstrated for various fed-
batch cultures [2, 3, 5]. Solving of the feed rate opti-
mization problem involving more then one feed rates 
is investigated in [6]. The usual optimization techni-
ques rest on maximum principle [2-4] or parametric 
optimization [5-7]. 

In this work, we used the maximum principle ne-
cessary conditions of optimality to develop the two 
control actions optimization algorithm for mathe-
matical model of generalized structure. An alternative 
optimization algorithm is developed by applying the 
parametric optimization approach. A numerical 
example is presented to evaluate working capacity and 
efficiency of the proposed algorithms. 
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2. Formulation of optimization problem  the Hamiltonian takes the following form: 
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Optimization problem is to maximize a yield of 
cells’ biomass at the end of fed-batch cultivation cycle 
by manipulating the feed and dilution rates. 

Mathematical model of the process refers to the 
mass balance conditions in bioreactor and has the 
following generalized structure: 
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where sx,  are cells’ biomass and substrate concentra-
tions [g/L], respectively;  is substrate concentration 

in feeding solution [g/L]; V  is volume of substrate 
solution [L]; V  is volume of water; V is volume of 
cultivation broth in bioreactor [L]; V  is initial volume 
of cultivation broth [L]; 

fs
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o

µ  is specific rate of biomass 
growth [1/h];  is specific rate of substrate consump-
tion [g(substrate)/g(biomass)h];  is supply (flow) 
rate of substrate solution (manipulated variable), u  is 
supply (flow) rate of water (manipulated variable) 
[L/h]; t is time [h]. 
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The objective function is  

( ) ( ) max→= ff tVtxJ , (6) (= ϕ

For process of unfixed duration, along an optimal 
trajectory the Hamiltonian must be identically zero: 
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The following restrictions are imposed on the 
manipulated variables: 

max,110 uu ≤≤ , (7) 
where ϕ  is the collection of terms which are not 
explicit functions of u  and , 1 2u
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1φ  is the collected coefficients of ,  1u

3. Optimization methods and algorithms 
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3.1. Application of maximum principle 

and 2φ  is the collected coefficients of ,  2uThe maximum principle of Pontryagin provides 
with the necessary conditions of optimality that must 
be met along an optimal control trajectory. 
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Application of the maximum principle to the feed 
rate optimization is related with the singular control 
problem, which arises when the control variables enter 
model equations in a linear manner [10]. It is 
characteristic of the solutions to the singular control 
problems that the switching functions ( ( )t1φ , ( )t2φ ) 
become identically zero over some finite time 
intervals. By comparing the equations (16), (17) it can 
be stated that the switching functions 1φ  and 2φ  of the 
respective control variables cannot become identically 
zero simultaneously, therefore, the singular control 
intervals of  and , if they appear in an optimal 
control algorithm, are to be shifted in time. 

1u 2u

The state variable trajectory corresponding to 
singular control must lie on the singular control 
surfaces ( , ) that can be determined 
from the necessary conditions of optimality. Along the 
singular control interval of  ( u ) condition (14) 
is satisfied if  
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simultaneously with the condition (18). 
From the equations (13), (16), (17), (19), (20) it 

follows that along the singular control intervals for  
and  the adjoin variables 

1u

2u 1Vλ  and 2Vλ  vary accor-
ding to equations (21) and (22), respectively: 
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Initial conditions for the equations (21), (22) are to 
be chosen to satisfy conditions of transversality:  

( ) 11 VfV Ct =λ , (23) 

( ) 22 VfV Ct =λ ,  (24) 

where ,  are some constants, related to the 
fixed final values of the volumes 

1VC 2VC
( )ft1V , ( )ftV2 , 

respectively. 
By combining necessary conditions (18)-(20), state 

equations (1)-(4), (5) and adjoint variable equations 
(11)-(13), the variables xλ , sλ  can be eliminated and 
the singular control surfaces  and 01 =uS 02 =uS  are 

obtained in a space of the process state variables and 
adjoint variables 1Vλ  and 2Vλ , respectively: 
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1Vλ is calculated by integration of the equation (21). 

0

2

=



∂
∂

++






+
∂

∂∂
∂

−=

s
s
qx

x
qsx

x

xs
S

x

u

µλ

µµ

,  (28) 

where 

x
V

x
s

sx λλ +−= ,  (29) 

qx
x

Vµλ
+
+

= ,  (30) 

2Vλ  is calculated by integration of the equation (22). 
As optimal boundary conditions (23), (24) are not 

known in advance, the proper value of 1Vλ  or 2Vλ  at 
the singular control surface reaching point  (initial 
value for starting integration of equation (21) or (22)) 
that maximizes performance index (6) can be found by 
iterative calculation procedure. 

The surfaces  and  are also the singular 
control switching boundaries since any point of the 
state space which is not on singular control surfaces 
must be associated with bang-bang control. With the 
singular control surfaces it is relatively easy to 
determine the optimal bang-bang type control actions 
for process states around  and  that move the 
process state towards the singular control surfaces. It 
should be noted that existence of  and  does 
not necessarily imply the both singular controls will 
be parts of the optimal control. 

2

2uS

1uS 2uS

In this work, we have investigated the optimization 
problem with unfixed and fixed initial technological 
conditions. In the first case, dilution of cultivation 
broth with water can be performed at any time of fed-
batch cycle. In the second case, dilution can be per-
formed at the final stage of fed-batch cycle after the 
feeding substrate is poured into bioreactor. 
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For the optimization problem with the unfixed 
initial conditions calculation procedure, based on the 
necessary conditions of optimality, consists of the 
following steps: 
1.  Guess the values of adjoint variables 1Vλ  and 

2Vλ  at the singular control surfaces reaching 
points (initial conditions for equations (21), (22)) 
and apply extreme values of control variables 
(  or u  and u  or u ) 
that move the process state to the singular control 
surfaces  and .  

0=1u max11 u=

1 2uS

02 = max22 u=

uS
2.  By reaching the singular control surfaces, 

calculate the singular control trajectory that holds 
the process state on the singular control surfaces. 
Calculation of  and u  is performed by 
introducing into calculation algorithm the 
proportional controllers with the gain 
coefficients

gu sin,1

k

gsin,2

xVKu µ11 = , xVkKu µ2

2u

2

2 =

1

 that ma-
nipulate the control actions u  and  to keep the 
conditions (25), (28) ( k  and k  are adjustable 
parameters of calculation algorithm). 

1

3.  Go to step 1, set the other initial values of adjoint 
variables for equations (21), (22) and repeat the 
calculation procedure until the maximum value of 
performance index (9) is gained.  

For the fixed initial conditions, optimization pro-
cedure consists of the following steps: 
1. Guess the value of adjoint variable 1Vλ  at the sin-

gular control surface  reaching point (initial 
condition for equation (21)) and apply extreme 
values of control variable  ( u  or 

) that moves the process state to the 
singular control surface.  

1uS

1u 01 =

max11 uu =

2.  By reaching the singular control surface, calculate 
the singular control trajectory that holds the 
process state on the singular control surface. 
Calculation of  is performed by introducing 
into calculation algorithm the proportional cont-
roller with the gain coefficient 

gu sin,1

xVkKu µ11 =

1

 that 
manipulates the control action u  to keep the 
condition (25). 

3.  At the end of the singular control interval of u  
(when the feeding substrate is exhausted), guess 
the value of adjoint variable 

1

2Vλ  at the singular 
control surface  reaching point (initial condi-
tion for equation (22)) and apply extreme values 
of control variable  (

2uS

2u 02 =u  or u ) that 
moves the process state to the singular control 
surface.  

max22 u=

4.  By reaching the singular control surface, calculate 
the singular control trajectory that holds the 
process state on the singular control surface. 

Calculation of u  is performed by introducing 
into calculation algorithm the proportional 
controller with the gain coefficient 

gsin,2

xVkKu µ22 =

2

 
that manipulates the control action u  to keep the 
condition (28). Dilution period with the 

max22 uu =  or u gsin2u2 =  is finished, when the 
water amount for dilution is exhausted. 

5.  Go to step 1, set the other initial values of adjoint 
variables for equations (21), (22) and repeat the 
calculation procedure until the maximum value of 
performance index (9) is gained.  

It should be noticed that the singular control 
interval for the substrate feeding rate ( ) always 
appear in the sequence of the optimal control actions, 
while appearance of the singular dilution rate ( u ) 
in the optimal control algorithm is occasional. 

gu sin,1
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3.2. Application of finite dimensional optimization 

Methods based on necessary conditions of 
optimality are helpful to find local maximum of a 
functional in a feasible region of controls. However, 
the local maximum can be not unique. We do not have 
a proof of concavity of the problem (1)-(6), and can-
not guarantee that the control defined above cor-
responds to global maximum. Therefore it seems 
reasonable to apply alternative methods for searching 
maxima of the functional of interest J. Among great 
variety of methods of optimal control most general are 
methods based on reduction of optimal control prob-
lems to the problems of finite dimensional mathema-
tical programming [11]. Since local optimization 
methods normally are applied to the resulting prob-
lems of mathematical programming, also in this case 
local solutions are obtained. However, it is important 
that local minima different from those defined in 
previous section can be found.  

The simplest mathematical programming problem 
related to the optimal control problem (1)-(6) is the six 
dimensional minimization problem where control 
functions u1(t) and u2(t) are of the type on-off: 
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Since the objective function is defined by means of 
a numerical integration of a system of nonlinear diffe-
rential equations, its values are computed with some 
errors. The application of a gradient descent algorithm 
to such an optimization problem seems not reasonable 
because numerical estimates of gradients can be too 
much corrupted by errors in function values. Our pre-
vious experience shows that similar problems can be 
efficiently solved by the Hooke-Jeeves algorithm 
[12, 13]; therefore this algorithm has been chosen also 
for the considered problem. 

4. Optimization results and discussion 

The code for the objective function J optimization 
algorithms has been written in MATLAB, where the 
system of differential equations (1)-(5) is numerically 
integrated using the code ODE45 implementing the 
algorithm by Dormand-Prince. Simulation of the 
optimal process was realized in MATLAB/SIMU-
LINK environment. 

The discussed optimization algorithms were 
applied for optimization the process of cells’ biomass 
growth described by mathematical model (1)-(5), in 

which the specific rates ( xs, )µ  and q  have the 
following structures: 

( xs, )

( ) max, i x
xx

s i x

K Kss x K
s K K s K x

µ µ= −
+ + +

x   (31) 

( ) max
1, i x

xs s i x

K Ksq s x m
Y s K K s K x

µ= +
+ + +

  (32) 

The model (1)–(5), (31), (32) parameter values and 
boundary conditions of state and control variables are 
given in Table 1. 

Realization of the maximum principle based 
optimization procedure for the unfixed initial 
conditions leads to the control action sequence and the 
state variable trajectories, presented in Figures 1a-e. In 
Figures 1a, b time profiles of the optimal control 
actions u1 and u2 are presented ( ( )

g
ut

sin,11u = , 

;026.18136.5 ≤≤ t  ( ) 0.0 ,0.22 ≤≤= ttu

58.119

0.3 ). In Figu-
res 1c, d optimal time trajectories of the state variables 
x and s are shown, and in Figure 1e augmentation of 
the performance index J (defined by (9)) is given. The 
value of the performance index achieved at the end of 
cultivation process is =J . 

Table 1. Model parameter values and boundary conditions of state and control variables 

Parameter values Boundary conditions 

maxµ =0.65 [1/h] 

Ks=2 [g/L]  
Ki=35 [g/L] 
Kx=2 [g/L] 
Kxx=0.000175 [L/gh] 
Yxs=0.5 [g/g] 
m=0.05 [g/gh] 
sf=200 [g/L] 

x(0)=0.1 [g/L] 
s(0)=20 [g/L] 
Vo=5 [L] 
V1f=1 [L] 
V2f=6 [L] 

2max2max2 == uu  [L/h] 

 

Alternative solutions of the optimization problem 
are obtained by using rectangular shape control action 
profiles and finite dimensional optimization approach. 
The on-off type control functions corresponding to the 
two local maxima of J ( and 04.119=J 21.119=J ) 
found by means of the Hooke-Jeeves algorithm are 
presented in Figures 2a, b ( ( ) ttu ≤= .1 5078.2 ,01   

 ;5078.3≤ ( ) 9375
5040

.20039 ≤≤ t
.00 ,9844 ≤≤ t

.0 ,0.22 =tu
( ) .11 =tu

) and Figu-
res 3a, b (  ; ( ) =tu2  

), respectively. The local 
maxima are found using the initial points defining 
bang-bang control where the control functions are on 
maximum over the following disjoint neighbor 
intervals: 

5708.34297 ≤≤ t.0 ,9102.1

The sequence of graphs in Figures 2c–e, 3c–e cor-
responds to that in Figures 1c–e. 

As it follows from the results presented in Figures 
1–3, the both optimization approaches give close 
values of the performance index, in spite of difference 
in time profiles of the calculated feeding and dilution 
rates.  

The main advantage of the on-off type control 
algorithms is that they can be found by a relatively 
simple optimization procedure and easy practical 
implementation of control actions. 

Application of the maximum principle requires 
more efforts to develop optimization algorithm, 
however the maximum principle based optimal solu-
tion gives slightly higher value of performance index 
and shorter duration of cultivation process. In 
addition, by applying the maximum principle an opti-
mal solution is obtained in few iterations, while the 
finite dimensional optimization algorithm requires sig-
nificantly more iterative calculations (computation 
time), depending on a number of parameters to be 
optimized.

( ) ( ) 0.30 ,0.2 ;5.30.3 ,0.2 21 ≤≤=≤≤= ttuttu
( ) ( ) 5.35.0 ,0.2 ;5.00 ,0.2 21 ≤≤

 and 
=≤≤= ttuttu , 

correspondingly; in the first case, the water is fed at 
maximal rate followed by the feeding of substrate at 
maximal rate, and in the second case the order of 
feeding by substrate and water are changed. 
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Figure1. Results of process optimization for the unfixed 

initial technological conditions calculated using the 
maximum principle based optimization algorithm 
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Figure 2. Results of process optimization for the unfixed 
initial technological conditions calculated using the finite 

dimensional optimization algorithm

Application of the maximum principle based 
optimization procedure for a problem with the fixed 
initial technological conditions gives optimization 
results presented in Figures 4a–e (solid lines). The 
calculated control actions ( ( ) ≤= 704.13 ,

sin,11 g
utu

247.26≤

 

( ) 0.0 ,247.23 ;247.23 2 ≤=≤ tut

45.

t

8.115=J

8.105=J

) are pre-
sented in Figures 4a, b. The sequence of the other 
graphs (Figures 4c–e) corresponds to that in previous 
figures. Additionally, Figures 4a, c–e present the pro-
cess optimization results using the feed-rate control 
only (dotted lines), i.e., when no action of dilution 
was applied. The value of the performance index 
obtained by using the dilution control action at final 
stage of cultivation process totals , which 
is in 9 % higher compared with the process at 
which no dilution action is applied ( ). 

5. Conclusions  

Two alternative optimization methods, the maxi-
mum principle of Pontryagin and finite dimensional 
optimization approach, are presented for solving a 
technological problem of the dynamic optimization of 

fed-batch cultivation process by two control actions: 
feeding rate and dilution rate. The investigated opti-
mization problem is relevant to fed-batch cultivation 
processes, in which the process of biomass growth is 
influenced by metabolic products accumulated in 
cultivation broth. 

The maximum principle based optimization pro-
cedure is developed for mathematical model of gene-
ral structure. The optimization procedure allows 
obtaining fairly accurate control algorithms, however 
requires some efforts to derive the specific model-
based equations and analytical expressions.  

Application of the investigated finite dimensional 
optimization algorithm allows finding close to opti-
mum control algorithms using predetermined shape 
control actions. Investigation results demonstrate 
easy realization of the developed calculation pro-
cedures and fast convergence of iterative solutions to 
optimum. 

A numerical example of the optimization algo-
rithms application is presented and discussed. 
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Figure 3. Results of process optimization for the fixed 
initial technological conditions calculated using the finite 

dimensional optimization algorithm 

0 5 10 15 20 25 30 35 40
0

25
50
75

100
125

0 5 10 15 20 25 30 35 40
0

10

20

30

0 5 10 15 20 25 30 35 40
0

5

10

15

20

0 5 10 15 20 25 30 35 40
0,0
0,5
1,0
1,5
2,0
2,5

0 5 10 15 20 25 30 35 40
0,0

0,1

1,5
2,0
2,5

J, 
[g

]

t, [h]

e

s, 
[g

/L
]

t, [h]

d

x,
 [g

/L
]

t, [h]

c

u 2, [
L/

h]

t, [h]

b

u 1, [
L/

h]

t, [h]

a

 
 

Figure 4. Results of process optimization for the fixed 
initial technological conditions calculated using the 

maximum principle based optimization algorithm (dotted 
lines present the process with the feed-rate control only) 
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