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Abstract. This work presents the solution based on the augmenting sequence of linear programming problems 

(LPP) as a tool for intellectualizing home environment. The proposed solution empowers the intelligent decision 

making procedure which can be applied to various intelligent control applications. The augmenting self-training 

procedure based on LPP approach is presented as well, which allows making reasonable decisions having only limited 

data about the controlled environment. The method permits retraining the decision making system when new data is 

available. As a proof of concept, this solution is applied to intelligent light control application. The obtained simulation 

results show the method’s capability in making reasonable decisions according to users preferences. 

Keywords: Linear programming; augmenting self-training; intelligent control; intelligent decision making; smart 
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1. Introduction 

The distinction between intellectualized and non-

intellectualized home environments is usually 

grounded in certain system properties, like autonomy, 

self-awareness, proactivity and others. The user is 

undoubtedly one of the most important elements of 

this environment and the real presence of intellectics 

usually resides in modelling his or her activities. Three 

typical features of intellectual human activities are 

proposed for implementation and simulation in an 

agent/multi-agent system as the basic paradigms for 

agent and multi-agent system intellectics in [21] and 

[17]. As underlined in the paper [21], operation 

according to those paradigms (recognition and 

classification, behaviour according to a set of fuzzy 

rules, and operation according to some prescribed 

tendency) is solidly mathematically based 

(correspondingly: mathematical programing, fuzzy 

logic and stochastic approximation). This paper is 

dedicated to the elaboration of mathematical 

programming and, more precisely, a set of multiple 

linear programming problem (LPP) solutions as a tool 

for the training and especially self-training of 

intelligent home environments. 

Linear programming is an optimization technique 

based on mathematical models that can be used to 

represent real life situations in the form of a linear 

objective function and its constraints. Usually, linear 

programming deals with various problems in business, 

economy and technological domain, solving various 

tasks in the field of production planning, staff 

scheduling or investment management, as well as 

solving problems in various engineering domains and 

applications [1, 4-8, 10, 11, 14, 19, 20, 22, 23, 25, 27-

31, 33, 35-38, 40-42]. Therefore, the reviewed works 

do not focus on the decision-making process that 

concerns user’s feedback to the actions performed by 

the system. The novelty of this paper is, therefore, in 

that it proposes the usage of linear programming 

methods for intelligent decision-making and system 

training based on user control actions in the smart 

home environment. The paper focuses on the training 

of the system based on user-defined wishes and 

desires. The main idea is demonstrated in an example 

case with simplified home illumination settings that 

involve not only the desired luminance level, but the 

preferred lighting devices as well. 

This is the first time that LPP is used for the 

training and adaptation of a smart home control sys-

tem to the preferences of multiple smart home users. 

The proposed approach aims to exploit the benefits of 

linear programming optimally in intelligent decision-

making by choosing an optimum decision from a list 
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of alternatives automatically. Adaptation is achieved 

via the self-training procedure of the system.  

The rest of this paper is structured as follows: in 

Section 2, the proposed method is described; in 

Section 3, the augmenting self-training procedure 

based on proposed LPP method is outlined. Results of 

experiments are presented and discussed in Section 4. 

In Section 5, the conclusions of the paper are given. 

2. Preliminaries 

The approach to the problem of environment 

intellectualization explicated in this paper is based on 

the theoretical considerations and practical experience 

delivered in [13].  

It is quite natural that users who live in a smart 

home environment are constantly interacting with it 

by performing different actions when specific 

situations that cause the changes in the environment 

occur. For example, a home user switches the light 

source on (an action) or increases the illumination in 

his or her work area (another action) if the 

illumination in the room is too dim (a situation). A 

situation is characterized by a set of specific 

environmental parameters, e.g. illumination level, 

temperature, humidity level, user’s location in the 

environment and his or her physiological readings. 

These parameters are further denoted as features of 

situations. User actions that cause environmental 

changes are usually related to the control of various 

household devices, e.g. increasing the light intensity, 

turning the lights off, turning the heating on and etc., 

which, in turn, requires a certain type of actuators to 

be triggered. Similar environmental situations usually 

cause the same user actions. 

According to the above mentioned considerations, 

an intellectualized environment is also supposed  

to perform a certain action p, which is adequate to  

the situation that has occurred in the environment. 

Similar situations must trigger the same action. 

Therefore, all situations that trigger the same action  

p form a p-th class of situations. In a case of multiple 

actions occurring in the environment, multiple  

classes of situations are formed and defined as

,S,r,1,2,p  . It is quite natural that the decisions 

made by the intellectualized environment should be 

made according to already known situations and their 

dependency to particular classes. In a case of a new 

specific situation arising in the environment, in order 

to perform an adequate action, the system must first 

decide to which class of situations it belongs. To 

determine if a new specific situation belongs to the  

p-th class of situations, the characteristics of the p-th 

class should be extracted and a certain generalized 

pattern of the situation class under investigation  

that triggers corresponding action p must be 

determined and described. In this case, a pattern is 

defined as a model that describes consistent and 

recurring characteristics of a particular class. Patterns 

should be determined for each class of situations 

respectively. Each situation is then described by N 

features, numbered as Nji ,,,,2,1  . The degree of 

illumination, temperature, humidity, blood pressure 

and other parameters can play a role of the feature of a 

situation. In case of a certain feature extraction, 

measurement and normalization procedures are 

performed as denoted in [21] Chapter 5 and [13]. The 

i-th feature of a situation that belongs to the p-th class 

(and corresponds to the p-th pattern) can be 

represented by a real number 
pi  that expresses a 

degree of intensity of this particular feature. It is 

convenient to use a vector-row notation to describe the 

whole situation  pNpjppp  ,,,,, 21 


 .  

If we have several situations of the same class  

p (numbered as Lkl ,,,,2,1  ) and know in advance 

that they are similar according to certain criteria  

(for example, user’s wishes and/or user’s reactions  

to the situation) as they are originated by the  

p-th pattern, then it can be concluded that the 

situations of class p are represented by a set of vectors 
l
p


( Lkl ,,,,2,1  ). 

Better reasoning results are usually achieved when 

features of situations are not only normalized but 

centred as well [13, 16, 18]. The normalization 

permits to have dimensionless values of the degrees of 

intensities for further processing that varies in a 

certain interval, for example [0, 1]. This allows us to 

use the same verbal evaluation for the same numerical 

values of variables under consideration. The meaning 

of centralization according to the formula (1) 

facilitates a human type reasoning. It becomes easier 

to understand which values exceed the average of the 

degrees of intensities and which are lower.  

The whole situation is represented as a vector 


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p
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components calculated according to the following 

formula [13]:  
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So, all available information about the pattern of a 

situation is hidden in the set of 
l
p

o


, where 

Srp ,,,,2,1   and Lkl ,,,,2,1  . Now the 

main task is to determine or extract the significance of 

pattern’s feature of each situation class (let’s say, class 

p) and to present them in a vector form denoted as the 

generalized situation pattern (GSP) for class  

p:  pNpjppp KKKKK ,,,,, 21 


 . The problem can be 

easily solved once the corresponding linear 

programming problem (LPP) is formulated in the 

following way. 

Consider selecting a random representative of the 

class p, of a situation, for example, 
k

p
o


. In this case, 

the requirement is to find such 
pK


 so that the measure 
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This must be reached under the following 

constraints: 
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As recommended in [16], optimal values of the 

real numbers   and   should be selected from the 

interval [0-1], and   . Concrete values of these 

coefficients depend on expert knowledge or choice in 

terms of the structure of a pattern (internal 

connections and dispersion of the features of a 

pattern). Constraints (3) denote, that all situations that 

belong to class p should have bigger (by factor  ) 

certainty degrees of belonging to the pattern p as a 

selected random representative from this particular 

class of a situation. However, constraints (4) denote 

that all situations that belong to other classes should 

have smaller (by factor  ) certainty degrees of 

belonging to the pattern p as a selected random 

representative from class p. In other words, these 

constraints define the similarities of situations inside 

the class p for p-th pattern of situations and 

dissimilarities between all other situations that belong 

to different classes. Even a quick investigation of the 

problem described above shows that the problem 

actually belongs to the class of linear programing 

problems (LPP) where inequalities (3) and (4) need 

additional constraints: 

AK p 


0 , (5) 

where A is any practically convenient real number. 

Naturally, a solution of the LPP (2)-(5) for the pattern 

of class p of a situation consists of the obtained value 

for   max, p
k
ppp KMax  


 and the generalized 

pattern of situations for class p  pNpjpp KKKK ,,,,1 


 . 

The procedure must be repeated for all classes 

Srp ,,,,2,1  (for all corresponding patterns of 

situations). In this way, a set of S solutions will be 

obtained. The procedure of situation recognition must 

be performed considering the necessity to assure the 

proportionality condition. It means that for each class 

the same quantitative (numerical) evaluation B must 

correspond to the qualitative (verbal) evaluation, like 

“very similar”. This proportionality condition is 

guaranteed by fulfilling the following requirement: 

Bccc SSrr  maxmaxmax11   (6) 

here B and rc  are real numbers. 

A block diagram that represents the final decision-

making act in the case of a newly appeared unknown 

situation ox


for recognition is shown in Fig. 1. Here, 

an output in the form of 
p

p
p 


max/  denotes a 

normalized proposed degree of certainty of the 

requirement of the action p, as a reaction to the 

situation ox


 under consideration. A decision is usually 

made according to the maximum value of the degree, 

but different reasonable decisions can be made as 

well. 

A complex of such actions enables to construct a 

situation recognition instrument capable of assigning 

any unknown but properly described situation x


 to 

one of the possible patterns (or classes) and 

performing the corresponding environmental action

Srp ,,,,2,1  . 

 

Figure 1. The decision-making procedure
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3. The augmenting self-training procedure 

based on the LPP approach 

3.1. The augmenting self-training procedure  

At the moment of initiation of the decision-making 

procedure, there is usually no data available about 

situations that have already occurred and actions that 

have been performed. Only the possible actions and 

features that describe those situations are defined. 

Whenever an unknown situation x


 arises, the deci-

sion-making procedure requires data about similar 

situations that occurred previously and subsequent 

actions taken by the user. It is quite obvious that in the 

beginning, the decision-making procedure acquires 

only limited data about the situations that occur in the 

environment. Nevertheless, the decision-making pro-

cedure should be able to produce some decisions 

(appropriate or not) even with limited data \available. 

It should also retrain itself when additional data about 

the situations and taken actions appear. New data 

about the new situations and actions taken can be 

extracted by observing the environment: constantly 

reading sensor values and actuator states. When the 

user changes some actuator state, he gives feedback to 

the decision-making system, and in doing so, initiates 

the retraining process. It is important to note that data 

is gathered even in those situations when the user 

takes no corrective actions. The system takes it as a 

sign that the user is satisfied with certain actions 

produced by the decision-making procedure. Other-

wise, he corrects some decisions in order to establish a 

comfortable environment for himself or herself. In 

both cases, new data is made available about the 

situations and actions that should be taken next time 

when a similar situation occurs. It means that the 

decision-making system should retrain itself every 

time new data is available.  

A block diagram that represents the self-training 

procedure is shown in Fig. 2. Let us assume that the 

sequence of known situations is numbered as 

Tt ,,,,2,1    according to the time moment of 

when a situation occurred. All possible actions are 

numbered as Srp ,,,,2,1   and a set of actions 

already taken at the time moment 1t  is defined as
1tP . 

When a new situation, described as
t
r


, occurs at a 

time moment t when an action r is taken, the decision-

making system checks if this situation is known or 

not. If the situation is known, then the decision-

making system checks if action r belongs to 1tP . If 

action r belongs to 1tP , then the decision-making 

system expands the constraints for all LPPs formed at 

the time moment 1t  according to (3) and (4) by 

using
t
r


. Then, the system retrains itself by resolving 

each modified LPP and acquiring new coefficients t
pK  

for 1 tPp . In another case, the decision-making 

system not only retrains itself by expanding constrains 

for the mentioned LPP, but also by forming and 

solving a new LPP for action r, according to (2), (3), 

(4) and (5). By solving the modified and newly 

formed LPP, the system acquires new coefficients t
pK  

 

 

Figure 2. Intellectualization of the environment with the augmenting self-training procedure
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for 1 tPp  and t
rK  for 1 tPr . When an unknown 

situation occurs, these newly acquired coefficients are 

used for making decisions, as depicted in Fig. 1.  

It is important to note that this self-training 

procedure is an event-based procedure. The retraining 

process is initiated only when the user gives feedback 

to the decision-making system. A new known situation 

can be one of the two types: completely new or 

already known but with different action taken, 

meaning that the user changes his preferences. In both 

cases the retraining process is practically the same. 

Still, in the first case, all LPPs become larger or even 

new LPPs are formed. Also, this process of 

augmentation will be limited only if user’s wishes are 

limited. In the second case, information about an 

already known situation is updated and information 

about old actions is discarded. In this case, the size for 

all LPPs is the same but new LPPs can be formed as 

well. 

3.2. Intelligent light control as an example of 

application of the augmenting self-training 

procedure  

The augmenting self-training procedure can be 

applied to various intelligent control applications. 

Here we discuss an application of the augmenting self-

training procedure as an example of the intelligent 

light control. The task of this section is to demonstrate 

the principal viability of the approach while excluding 

any engineering particularities, such as accuracy, 

speed and so on.  

In general, smart home environments are equipped 

with various light sources (often controlled in different 

manners), and particular users with different habits 

control these light sources according to their 

preferences. The decision-making system should train 

itself according to the way each user acts in a 

particular environment and make a decision that meets 

user preferences. An important fact is that the 

decision-making system at the moment of initiation 

has only limited information about the environment. It 

only knows that there are some light sources and 

sensors in a particular environment. Light sources can 

be controlled by existing actuators, while sensors give 

light intensity and both emotional and physical 

measures of the user.  

The development of the intelligent light control 

application based on the augmenting self-training 

procedure begins with defining possible actions and 

features that describe the situations. By controlling 

light sources, each user generally performs one of the 

three actions: does nothing (the environment is 

comfortable for him or her), increases or decreases (or 

switches on or off) the light intensity of a particular 

light source. The listed actions p are denoted as DN 

(do nothing), I (increase) and D (decrease). 

The features that describe the situation can be 

generally divided into two groups. One group consists 

of critical features for decision-making. It is composed 

of light intensity and the location of a particular user 

(coordinates in the environment) as given by sensor 

measures. It is natural that the decision-making system 

should know how the users are controlling light 

sources when they are in a certain location. Location 

of the user can be monitored by using a hybrid 

ultrasound and radio frequency (RF) technology [34]. 

In this case, user positioning system is composed of 

several beacons and listeners. Each user carries one 

personal beacon that emits synchronized (using RF 

technology) ultrasound signals to the environment. 

Listeners are located in the specific areas of the room 

and listen to the incoming ultrasound and RF signals. 

The positioning system calculates the exact position of 

each user by measuring ultrasound propagation times 

transferred from each personal beacon to all listeners. 

Another group of features could consist of 

emotional [26] (happy, normal, angry, etc.), physical 

(standing, sitting, laying down, etc.) and biophysical 

[12] state (blood pressure, heart rate, etc.) 

measurements as long as the behaviour of the user 

changes according to these mentioned features and 

affects their light control habits. 

 

 

Figure 3. The intelligent light control algorithm based on augmenting self-training procedure (Fig. 2)
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A block diagram that represents an intelligent light 

control algorithm for one light source based on 

augmenting self-training procedure (as depicted in 

Fig. 2) is presented in Fig. 3. 

As mentioned earlier, decision-making is an event 

based procedure, thus the algorithm first and foremost 

waits for the triggering action to occur in the 

environment (step 1). It can be user interaction (user 

performs actions) or a significant change of the 

environment state. Once the triggering event occurs, 

the main steps for intelligent light control involve the 

update of situation database, formation of the 

objective function and constrains according to (2) - (6) 

for each possible action using all previously known 

situations and performed actions that are saved in a 

database and that solve the formed LPP (steps 2-4). 

For this task, the needed coefficients (  , , A and B) 

are usually selected by an expert at the initial state of 

the algorithm. Then the formed LPPs are solved, and 

the obtained coefficients are used to calculate the 

degree of certainty for each action (step 7) by 

multiplying them by the normalized and centred 

values of the features (step 6). According to the 

calculated degrees, the control system performs an 

action (step 8) with the largest degree of certainty 

adjusting the light source intensity by the chosen 

actuator step. When the action with the largest degree 

of certainty is DN, then the control system waits for 

the next triggering event. Otherwise, the control 

system increases or decreases the intensity of the light 

source by modifying the position of an actuator and 

then waits for the reaction of the environment (step 9). 

Then, the reading of sensors, calculation of the 

degrees of certainty for each action and light control 

process is repeated until the action with the largest 

degree of certainty is DN. 

An actuator step describes the value denoting how 

much the light intensity is increased or decreased. The 

choice of an actuator step is limited to actuator 

specifications. In cases when the on/off switch is used, 

it can be chosen only to completely turn on or turn off 

the light source. When dimmers are used to control the 

light sources, the minimal available step should be 

chosen to achieve the best performance. In this case, 

the control system can adjust the light intensity with 

the same accuracy as the users do. Bigger step 

(include several levels of light intensity) can also be 

chosen to speed up the reaction of the control system. 

Still, considerations should be made because in the 

latter case the accuracy of the control system will be 

decreased since larger actuator steps prevent the 

control system from fine-tuning its decisions. 

When this intelligent light control algorithm is 

applied to more than one light source, LPPs are 

formed and all calculations and decisions are made for 

each light source separately. Still, because each light 

source (its light intensity) in the environment can 

influence the decision-making of other light sources, 

the control system repeats the light control process 

until the action with the largest degree of certainty is 

DN for all light sources. 

4. Results of the experimental simulation and 

further discussions 

Let us assume that the light sources should be 

controlled according to user preferences in a simple 

environment, such as depicted in Fig. 4. The two 

existing light sources can be controlled differently. 

The first light source (one on the left) is a halogen 

lamp and can be controlled by an actuator that has 100 

positions (0 – the light source is off, 100 – the light is 

at maximum intensity). The second light source (one 

on the right) is a fluorescent lamp and can be 

controlled by an actuator only by switching the lamp 

on or off. Two illumination sensors are placed on each 

table below the light sources.  

Only three features that describe the situation are 

taken into consideration: the illumination of each light 

source, each user’s location measures as given by the 

sensors and an additional feature that indicates the 

presence of each user in the room.  

 

 

Figure 4. The testing environment 

4.1. The formation of LPP and experimental results 

when only one user is interacting in the 

environment  

In order to demonstrate how the LPPs are formed, 

we take a case of only one user interacting in the 

testing environment. His preferences are: 

1. all light sources should be turned off when he 

is in the middle of the room;  

2. halogen lamp intensity should be adjusted by 

selecting the thirtieth actuator position when 

he is near the table on the left;  

3. fluorescent lamp should be switched on when 

he is near the table on the right.  

The testing results are obtained by using the 

BIAsim simulation tool ([11]) depicted in Fig. 5. 

BIAsim tool is used for simulation of the testing 

environment and for integrating the intelligent light 

control algorithm. All user positions, when certain 

learning (denoted as L) or testing situations (denoted 

as T) occur, are depicted in Fig. 5 as well. 
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During the first experiment, the user stands in the 

middle of the room (ambient light illumination is 50 

lx) and then he goes to the table on the left and selects 

the 30th actuator position for the halogen lamp (the 

measure of the first illumination sensor is 245 lx, and 

the measure of the second one – 74 lx ). Now, the 

decision-making system obtains for the first time the 

important information on how to control the halogen 

lamp when a similar situation occurs. Then he goes 

back to the middle of the room and switches the 

halogen lamp off. At this moment the decision-making 

system registers four situations that are described in 

Table 1. 

As mentioned earlier, situations are described by 

several properties: the user’s presence, which, in this 

case, is chosen to be 1 when the user is in the room, X 

and Y coordinates, and light illumination measures of 

the halogen and fluorescent lamps illumination 

sensors L1 and L2. The feature that denotes the user’s 

presence could also have other values, indicating 

when the user is or is not in the room. But they should 

considerably differ from each other. The modelled 

situations simply denote when the light intensity of the 

halogen lamp should be increased, decreased or left 

unchanged according to the values of certain features 

obtained when the user took corresponding actions. 

Situation data obtained for the fluorescent lamp is 

described in Table 2. The DN action with the 

fluorescent lamp was taken in all situations, so there is 

no need to formulate and solve any LPPs in that 

particular moment. 

 

 

Figure 5. The BIAsim simulation tool used for simulation and testing of various light control systems and environments 

 

Table 1. The data from the situations that occurred near the halogen lamp 

Situation 

number 
Presence X Y L1 L2 Action 

1 1 163 243 50 50 

I 1 normalized 0.1 0.105 0.255 0.066 0.066 

1 centred -0.018 0.013 0.136 -0.052 -0.052 

2 1 163 243 245 74 

DN 2 normalized 0.1 0.105 0.255 0.326 0.098 

2 centred -0.077 -0.072 0.078 0.149 -0.078 

3 1 675 263 245 74 

D 3 normalized 0.1 0.435 0.276 0.326 0.098 

3 centred -0.147 0.187 0.029 -0.079 -0.148 

4 1 700 251 50 50 

DN 4 normalized 0.1 0.451 0.264 0.066 0.066 

4 centred -0.089 0.261 0.074 -0.123 -0.123 
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Table 2. The data from the situations that occurred near the 

fluorescent lamp 

Situation 

number 
Presence X Y L1 L2 Action 

1 1 163 243 50 50 

DN 
2 1 163 243 245 74 

3 1 675 263 245 74 

4 1 700 251 50 50 

 

Having data on these four situations, three LPPs 

can be formed for each action associated with the 

halogen lamp, and decisions can be made according to 

the obtained solutions. The selected coefficients are:

35.0,7.0   , 4A  and B=10. For the action DN, 

LPP objective function can be formed using the 

second or the third centred situation data. Let us 

assume that the objective function (7) is formed using 

the second centred situation data, then constraints (8) 

are defined according to (3) using the third centred 

situation data, and (4) using the first and the second 

centred situation data. Note that all data is multiplied 

by 1000 in order to simplify the expressions. 

Additional constraints according to (5) must be 

defined for each LPP as well. 

54321 78149787277 DNDNDNDNDN KKKKK  , (7) 

0682271931235

0121261213120

024104109118

54321

54321

54321







DNDNDNDNDN

DNDNDNDNDN

DNDNDNDNDN

KKKKK

KKKKK

KKKKK
, (8) 

The second LPP objective function (9) for the 

action D can be formed using only the third centred 

situation data and constrains (10) defined only 

according to (4) using first, second and fourth centred 

situations data because there are no similar situations 

with the same action. 

54321 1487929187147 DDDDD KKKKK  , (9) 

0711506419538

0261216813725

00791267932

54321

54321

54321







DDDDD

DDDDD

DDDDD

KKKKK

KKKKK

KKKKK
, (10) 

The third LPP objective function (11) for action I 

can also be formed using only the first centred 

situation data, and constrains (12) can be defined 

according only to (4) using second, third and fourth 

centred situation data. 

54321 52521361318 IIIII KKKKK  , (11) 

01041042626683

01309718192140

060167306770

54321

54321

54321







IIIII

IIIII

IIIII

KKKKK

KKKKK

KKKKK
, (12) 

Corresponding coefficients pK


, maximum values 

of objective functions 
p  and 

pc  coefficients are 

obtained by solving each formed LPP, as denoted in 

Table 3. These obtained coefficients can now be used 

for making the control decisions for the halogen lamp 

when new situations occur. 

Table 3. The calculated coefficients 

Action 

p 
Kp1 Kp2 Kp3 Kp4 Kp5 Φp 

Coefficients 

cp 

DN 4 1.96 1.6 2.2 0 0.0046 2173 

D 0 3.37 0 4 0.81 0.83 12 

I 1.62 0.11 4 0 0 0.51 19.6 

 

The decision system was tested in 14 different 

situations (Fig. 5). During the experiments, the user 

went to each table from different direction and then 

went back to the middle of the room. The testing 

results of the halogen lamp control are depicted in 

Fig. 6. The acquired results confirm that the decision-

making system can make reasonable decisions. 

However, the accuracy of the decisions associated 

with switching the halogen lamp on in order to attain 

the desired illumination is not always good because 

the system lacks information about the new occurring 

situations (they are not very similar to the known 

ones). It can be seen that the decision-making system 

can be sufficiently accurate in making decisions as the 

second situation occurs because it is similar to the 

situation used in the retraining process of the system. 

The halogen lamp is switched off correctly in most 

cases as well. 
 

 

Figure 6. The halogen lamp control results (using the data from the first four known situations) 
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In a situation when the user goes to the table on the 

right and turns the fluorescent lamp on, additional data 

about the occurred situation is made available and so 

the decision-making system can be retrained. But let 

us assume that later he goes back to the middle of the 

room and switches it off. In such case, an additional 

fifth, sixth and seventh situation data shown in Table 4 

was available for the halogen lamp when action DN 

was taken (only fluorescent lamp was switched on and 

off). 

Additional fifth, sixth and seventh situation data 

described in Table 5 was available not only with ac-

tions DN, but also with D and I actions for the fluores-

cent lamp as well. The decision-making system had to 

retrain itself taking into account the newly available 

situations. 

In the case of the halogen lamp, the procedure is 

quite simple as it requires only for additional 

constrains to be added for each previously formed LPP 

using new additional situation data described in 

Table 4. For the fluorescent lamp, three LPPs should 

be formed using all available situation data that is 

described in Table 5, similarly as it has been done 

previously for the halogen lamp. 

The control results from the same 14 testing situa-

tions (Fig. 5) are depicted in Fig. 7. It should be taken 

into account that each light source influences both 

illumination sensor measures. So these two a) and b) 

parts as seen in Fig. 7 should be interpreted in conjun-

ction with each other. For example, in a test situation 

seven, where the fluorescent lamp is turned on and the 

halogen lamp is turned off, the fluorescent lamp still 

has influence on the measures of the first illumination 

sensor. 

Table 4. Additional data from the occurred situations for the 

halogen lamp 

Situation 

number 
Presence X Y L1 L2 Action 

1 1 163 243 50 50 I 

2 1 163 243 245 74 DN 

3 1 675 263 245 74 D 

4 1 700 251 50 50 DN 

5 1 1136 259 50 50 DN 

6 1 1136 259 91 368 DN 

7 1 677 255 91 368 DN 

 

Table 5. Additional data from the situations that occurred 

near the fluorescent lamp 

Situation 

number 
Presence X Y L1 L2 Action 

1 1 163 243 50 50 DN 

2 1 163 243 245 74 DN 

3 1 675 263 245 74 DN 

4 1 700 251 50 50 DN 

5 1 1136 259 50 50 I 

6 1 1136 259 91 368 DN 

7 1 677 255 91 368 D 

 

 

 

Figure 7. The first (a) and the second (b) illumination sensor values (with additional known situation data) 

The test results obtained after the retraining of the 

decision-making system with additional known data 

show that the system is able to control both light 

sources reasonably. In some cases, the decision-ma-

king system makes exactly the same decisions as the 

user wishes. However, the test situation seven can be 

considered as an opposite example, where the system 

decides to turn the fluorescent lamp on, or the test 

situation fourteen, where the system decides not to 

turn the fluorescent lamp on. To be clear, this happens 

because there is no sufficient data about these situa-

tions and the decision-making system makes decisions 

according to limited data available. 
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4.2. Experimental results when two users are 

interacting in the environment  

Now let us consider a more complex scenario: two 

users interacting in the environment. The first user has 

the same preferences as in the previous example, 

while the second user has different preferences: 1) all 

light sources should be turned on at maximum when 

he is in the middle of the room; 2) the halogen lamp 

intensity should be adjusted by selecting the sixtieth 

actuator position when he is near the table on the left; 

3) all lamps should be switched off when he is near 

the table on the right. When they are both at the same 

place, their preferences are: 1) the halogen lamp 

should be turned off and the fluorescent lamp should 

be turned on when they are in the middle of the room; 

2) the halogen lamp intensity should be adjusted by 

selecting the fourteenth actuator position when they 

are both near the table on the left; 3) the fluorescent 

lamp should be switched off when they are near the 

table on the right. 

The experimental results for the control of the 

lamps when the first user is interacting in the 

environment are depicted in Fig. 8. The same test 

situations (Fig. 5) are used as previously. In order to 

achieve the desired accuracy, the first user has given 

his feedback to the control system in three situations 

near the table on the left, in two situations near the 

table on the right, and in two situations when he was 

in the middle of the room. The second user also gave 

feedback to the control system the same number of 

times. The experimental results of the control of the 

lamps are depicted in Fig. 9 where the second user is 

interacting in the environment respectively. Fig. 10 

depicts the experimental results when both users are 

interacting in the environment. The number of 

learning situations in this case was also the same. 

 

 

Figure 8. The first (a) and second (b) illumination sensor values (wishes of the first user) 

 

 

Figure 9. The first (a) and second (b) illumination sensor values (wishes of the second user) 
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Figure 10. The first (a) and second (b) illumination sensor values (wishes of both users)

These experiments show that the decision-making 

system is capable of making reasonable decisions in 

more complex scenarios as well. As the results show, 

the system achieves different performance levels when 

using different types of actuators for the control of 

light sources. According to the experimental results, 

once the decision-making system learns user’s 

preferences, it is easier to decide whether to switch the 

fluorescent lamp on or off than to set the correct 

illumination level for the halogen lamp. In this case, 

the fluorescent lamp is controlled correctly in all test 

situations, while the halogen lamp illumination is not 

always set accurately, though with an acceptable error 

margin. On the other hand, to achieve reasonable 

performance levels, the users can give feedback to the 

control system once, when a particular situation arises. 

There is no need to teach the control system when 

very similar situations arise and the same control 

actions are taken because, as our experiments show, 

the control system will not achieve a significantly 

better performance. 

5. Concluding remarks 

This paper presents an intelligent decision-making 

procedure based on the augmenting linear 

programming approach. The viability of the idea is 

demonstrated by application of the procedure to the 

intelligent light control system model. The presented 

self-training procedure enables to retrain the decision-

making system every time new data about the newly 

occurred situation is available, i.e. whenever the user 

gives feedback to the system. Thus, the self-training 

procedure ensures the continuous learning of the user 

habits. 

In our simulation, the decision-making procedure 

was based on the analysis of the user’s feedback to the 

system considering dual aspects/characteristics: the 

target illumination level and the preferred lighting 

devices. The latter issue makes the proposed solution 

distinguishable from the reviewed research in this 

field, as other linear programming methods that deal 

with power consumption minimization take into 

account only the illumination levels as desired by the 

user.  

Testing results show that the presented intelligent 

decision-making procedure is capable of making 

reasonable decisions according to defined user 

preferences when similar situations occur, even in 

situations when data is very limited. In this case, the 

system requires no initial data for learning and 

learning is achieved by using the presented self-

training procedure. 

It must be emphasized that situations in which the 

user suddenly changes his habits and preferences 

require further investigations. This task requires for 

certain modifications to be made in some previously 

analysed situations. It is a difficult task because it 

must be determined which situations should be 

modified and how. 
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