Prediction of Arterial Stiffness Risk in Diabetes Patients through Deep Learning Techniques
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Diabetes and arterial stiffness are the primary health concerns related to each other. The understanding of both factors provides efficient disease prevention and avoidance. For the development of cardiovascular disease, arterial stiffness and Diabetes are pathological process considerations. The existing researchers reported the association between these two factors and the complications of arterial stiffness with Diabetes are still in research. Arterial stiffness is measured through pulse wave velocity (PWV), which influences cardiovascular disease in diabetic patients. Moreover, this study developed a medical prediction model for arterial stiffness through the machine and deep learning models to predict the patients who are high-risk factors. Brachial–ankle pulse wave velocity (baPWV) and fasting blood glucose (FBG) are the consideration of baseline. Gaussian-Least absolute shrinkage and selection operator (LASSO) with whale optimization is proposed for feature selection. Initially, key features are extracted from the wave measurement using LASSO, and Principal component analysis (PCA) has been used to remove the outliers. Second, Gaussian regression chooses the PWV-based relevant features from the LASSO-identified features. The parts are the critical points to increasing the accuracy of the prediction model. Hence, the selected features are further improved with an evolutionary algorithm called the cat optimization approach. Third, the prediction model is constructed using three machine and deep learning algorithms such as a Support vector machine (SVM), a convolution neural network (CNN), and Gated Recurrent Unit (GRU). The performance of these methods is compared through the area under the receiver operating characteristic curve metric in the dataset. The model with the best performance was selected and validated in an independent discovery dataset (n = 912) from the Dryad Digital Repository. From the experimental evaluation, LSTM performs better than other algorithms in classifying arterial stiffness with an AUROC of 0.985 and AUPRC of 0.976.
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1. Introduction

The occurrences of diabetes have been increasing day by day worldwide. Diabetes is the major risk factor for cardiovascular disease and renal dysfunction, and while diabetes is associated with Arterial Stiffness (AS), the risk of cardiovascular disease increases. As is the risk factor for Cardiovascular disease, and Fast blood glucose (FBG) concentration is the major risk factor for AS. The pulse wave velocity of diabetes and prediabetes patients is higher than that of patients with normal FBG [4, 8, 15]. The literature research found that AS is the risk factor for diabetes and the association between AS and diabetes [28]. The relationship and association between AS and diabetes are yet to be precise. FBG and AS assessed from brachial-ankle PWV (baPWV) were measured in 2010. This will increase our research focus on examining the relationship between AS and diabetes based on baPWV to find the risk factor for diabetes patients.

Arterial stiffness is the basis for cardiovascular diseases such as stroke, hypertension, and atherosclerosis and is associated with aging, the cardiovascular continuum [34]. Due to the loss of arterial elasticity and its conditions, AS increases the risk, including diabetes mellitus [6]. This motivates our research to identify the deep learning strategy for analyzing diabetes data that can acquire arterial risk. Clinically, baPWV is the measure of the AS, and the persons with ba PWV>1400 cm/s have vascular change [24] with increased Framingham risk value and increased hypertension. The research focuses on reducing cardiovascular risk and the number of patients with AS risk. The need for a convenient tool with advanced technologies to predict the AS risk in day-to-day clinical practice to prevent the risks is highlighted. It is essential to diagnose and monitor AS with simple clinical data. SAGE with logistic regression is developed to predict AS [32]. Moreover, logistic regression-based methods failed to consider the association between the variables captured with various algorithms to increase the risk prediction accuracy. In recent research, Machine learning-based approaches were applied to developing clinical methods to diagnose diseases [23, 5, 33]. Compared to the logistic regression methods, machine and deep learning-based procedures recognize the non-linear association between the complex data and diagnose clinical results better [20]. The contribution of the proposed work is as follows:

- The biological characteristics of diabetes patients are gathered based on baPWV to identify Arterial Stiffness (AS) risk factors.
- The key characteristics (features) are selected using LASSO regression, and the outliers are removed using PCA.
- Among the key features, most optimized features are selected using Gaussian regression optimized by Cat Optimization Algorithm (COA).
- The proposed Gaussian-Lasso-COA selects the most relevant characteristics of the patients, which will increase the risk factor prediction.
- Four machine and deep learning algorithms such as SVM, CNN, LSTM, and GRU have been analyzed, and the best model is selected to predict risk factors as low, medium, and high-risk factors based on baPWV and its characteristics.
- This proposed feature selection with a deep learning model is evaluated using AUROC, AUPRC, and RMSE.
- The evaluated model can identify the arterial stiffness risk factors of diabetes patients that cause cardiovascular disease and is helpful to the clinical study for early treatment.

The remaining section of this paper is as follows: Section 2 discusses the related work. Section 3 introduced the materials and methods proposed for the prediction of risk factors. Section 4 discussed the results and evaluates the proposed model. Section 5 concludes the proposed model with merits, demerits, and future directions.

2. Review of Literature

This section discusses the related works of association between arterial stiffness and diabetes risk factors. Li et al., [14] developed a prediction model to recognize the elevated AS in diabetes patients using machine learning algorithms. They used LASSO and SVM with Recursive feature elimination for feature selection and used gradient boosting for classification. by comparing the various machine learning ap-
proaches, they conclude that gradient boosting outperforms detecting the non-elevated AS and elevated AS. Zheng et al., [34] studied the temporal association between AS and FBG status based on baPWV. The study experimented with using 14159 participants from the kailan survey from 2010 to 2015. Among the participants, path analysis was used to find the relationship between baPWV and FBG by repeating the assessment of baPWV and FBG in 2014 and 2017. Yaxin et al. [32] predicted the risk factor of diabetic retinopathy from type 2 diabetes mellitus to increase AS. They used baPWV as the indicator for AS. They investigated the relationship between baPWV and the severity of diabetic retinopathy based on 2473 Chinese patients as a cohort study. Multinomial logistic regressions have been used to analyze the risk factor baPWV. They conclude that baPWV is an independent predictor for finding the increasing AS involved in diabetic retinopathy development.

Jin et al., [9] estimated the PWV from radial pressure waves with the help of machine learning approaches. They used two ML approaches as a pipeline to measure the carotid-femoral PWV (cfPWV) from the pulse wave measured from the radial pressure wave. The first approach is Gaussian process regression, which estimates the cfPWV from the extracted features using pulse wave analysis. The second approach is a recurrent neural network used to estimate the cfPWV from the whole radial pressure wave. The used study population consists of 4374 subjects from the Twin UK cohort aged 25 to 75 years. They conclude that the probability of vascular aging assessment using a single pulse wave than cfPWV is higher, leading to cardiovascular disease risk. Usman et al., [26] predicted the abnormalities of diabetes patients by monitoring the arterial stiffness using logistic regression. They used three characteristics of the patients: age, HbA1C, and AUC-PPG. The correlation between these three features is analyzed to find the risk of diabetes patients with increased arterial stiffness.

Lim et al., [13] studied the increased arterial stiffness leading to renal diseases in Type 2 diabetes mellitus using baPWV. Based on the EMPA-REG-Outcome trial, the increased risk of arterial stiffness is defined as baPWV>=1800 cm/s. They analyzed that the increasing macroalbuminuria is higher in baPWV>=1800 cm/sf, with causes an increased risk of renal disease. They conclude that patients with baPWV>=1800 cm/s are a higher risk factor for renal disease progression in type 2 diabetes patients. Oliveira Alvim et al., [22] studied the impact of AS in diabetes patients using an urban Brazilian study population. This study used 1415 individuals randomly selected from the Brazilian community. Using the non-invasive automatic device, PWV was measured, and the increasing AS is defined as PWV>=12 m/s. They conclude that increasing AS in diabetes patients in the Brazilian population increases cardiovascular risk in diabetes patients.

Elias et al., [18] analyzed the association between type 2 diabetes mellitus and AS using Maine-Syracuse Study based on cfPWV. They employed around 508 participants from the Maine Syracuse study and compared PWV between type 2 diabetes at six and non-diabetes at wave 6 for finding the risk factors. They conclude that type 2 diabetes mellitus has increased PWV, leading to cardiovascular risk factors. Prenner and Chirinos [21] reviewed the relationship between AS in diabetes mellitus. Growing AS is the predictor of cardiovascular events both in diabetes and non-diabetes. They conclude that maximum research demonstrated the association between AS and DM, which is cross-sectional. Cecilia et al. [16] developed a prediction model to find the relationship between blood pressure and Aortic stiffness using the characteristics such as heritability, blood pressure polymorphisms, and randomization of mendelian. They used LASSO and generalized equation regression for the analysis to find the association between BP-linked SNP. The conclusion states that the genetic BP basis is regulated by BP and influenced by AS, and there is a bi-directional association between BP and AS. The existing approaches still lack in finding the prediction of risk factors of diabetes patients with improved accuracy and reduced error. improved accuracy.

In the existing models, the data analysis is done with good machine learning algorithms. The accuracy of the results is good. To acquire the best result, a deep learning model is implemented in this article.

3. Materials and Methods

This section discusses the system overview and the methods used to develop the arterial stiffness prediction of diabetes patients. The proposed model struc-
ture is shown in Figure 1, which consists of four stages of processing. First, the input data is assessed, and the factors such as PWV and fast glucose level with its variants are measured. Second, the key features are extracted using LASSO from the measured data. Then the outliers are removed through PCA for better prediction. The relevant parts from the LASSO are selected through Gaussian regression and optimized with cat optimization to reduce the network loss. Third, machine and deep learning algorithms such as SVM, CNN, LSTM, and GRU are used for prediction. Fourth, the model is statistically analyzed to know the impact of arterial stiffness on diabetes patients’ risk factors.

3.1. Data for the Study

This paper uses a discovery dataset to predict and analyze arterial stiffness and its impact on diabetes patients. This dataset consists of 760 patient records recruited from Fujian Medical University Hospital from 2017 to 2019. The criteria for their consideration are as follows: patients with diabetes mellitus older than 18 years and were visited the hospital for the first time for their baPWV test. They are not considered as follows: patients with ABI less than 0.9, patients with highly affected arrhythmia, renal, pulmonary, heart valve, autophagy, rheumatic disease, and myocarditis; the usage of antibiotics in the last three months. The validation dataset is taken from the current study from Dryad digital repository [2], which can be used to analyze the prediction model. The cohort details are given in Fukuda et al., [2]

3.2. Arterial Stiffness Assessment and Measures of Effective Factors

The artery tester BP203RPE-II has been used to measure the baPWV, blood pressure, ABI (ankle-brachial index), and Body Mass Index (BMI). The patients are divided into three groups: baPWV <1400 cm/s for low risk of AS, 1800 <baPWV>1400 for medium risk of AS, and baPWV ≥1800 cm/s for high risk of AS.

- **BMI**: Body Mass Index is computed as the weight divided by the square of height (kg/m²). This measurement also includes the serum glucose level, Hba1c (glycated hemoglobin total protein), cholesterol, and high and low-density lipoprotein cholesterol (Hdl and Ldl), and alanine aminotransferase (Alt), blood urea nitrogen (bun), aspartate aminotransferase (Ast) and creatinine. The data on the duration of diabetes, comorbidities such as stroke, hypertension, coronary artery disease, and renin-angiotensin inhibitors were also collected. Different blood samples were collected from the antecubital vein after overnight fasting.

- **baPWV measurement**: baPWV, Blood pressure and ABI were measured through a non-invasive vascular device called BP-203RPEIII, which was measured by a trained person who used pneumatic cuffs placed on each ankle and patient each upper arm. We measured and grouped the patients according to their baPWV values into three such as the person with baPWV<1400 cm/s has normal arterial stiffness, a person with baPWV as 1800<baPWV>1400 cm/s has borderline arterial stiffness and the person with baPWV≥1800 cm/s is considered as the threshold of having a high risk of arterial stiffness which leads to cardiovascular disease and heart failure-related issues [23,24].

3.2.1. FBG (Fasting Blood Glucose) Measurement

The blood samples of 5 mL during the fasting hours of 8-10 hours were taken from the empty stomach patient elbow vein. This sample is injected to the vacuum tube having EDTA. It is centrifuged in room temperature for four hours. FBG is measured through hexokinase / glucose 6 phosphate dehydrogenase approaches with the maximum limit detection of 30.07 mmol/L [8]. FBG≥ 7 mmol/L is defined as diabetes and pre-diabetes is defined in the FBG value of 5.6<FBG<6.9 mmol>L were not used antibiotic medication [27].
3.2.2. Another Covariant Measurement
With the use of blood samples, the factors such as uric acid, and high sensitivity C reactive protein (hs-CRP) were measured through an auto analyzer. From creatinine, the estimated glomerular filtration rate (eGFR) is computed. Chronic kidney disease is declared with positive proteinuria or eGFR<60 mL/(min.m2) [12]. Blood pressure is measured during times from 7 and 9. Before the measure, the drinking habit of tea or coffee and smoking is allowed within 30 minutes. Pulse pressure is also the marker of arterial stiffness, measured with the difference between systolic blood pressure (SBP) and diastolic blood pressure (DBP). SBP reading is taken as the first time of the Hirschmann sound, and DBP reading is taken as the fifth time of the kischmann sound. These measurements are repeated three times, and the mean value is taken. The date of birth, smoking and alcohol consumption, sex, and previous medical status with its history is taken from the self-reported questionnaire [30]. A smoker is defined as a person who smokes abbot of one cigarette per day. A drinking habit is declared based on the average alcohol consumption of previous years. [7]

3.3. Feature Selection Using Proposed Gaussian-LASSO Regression with Cat Optimization Approach
This section extracts the features from the measured data to improve the accuracy of the prediction model. LASSO regression is used to select the candidate characteristics, and PCA removes the outliers. Gaussian regression has been used to extract the relevant parts from LASSO regression. Finally, an optimization algorithm enhances the feature extraction process by reducing the loss.

3.3.1. LASSO Regression
It is an compression algorithm which is used to select the candidate variable set using the penalty parameter. It uses the cost function as denoted in Equation (1) for estimating the candidate variable

\[
I = \frac{1}{2n} \sum_{i=1}^{n} (Y_{\text{real}}^i - Y_{\text{prediction}}^i)^2 + \alpha \sum_{j=1}^{n} |f_j|^1
\]

where, \(f_j\) – coefficient of jth feature, \(\alpha\) – hyper parameter that tunes the penalty term. Higher the coefficient value, higher the cost function. The cost function is optimized to reduce the coefficient absolute values. LASSO regression automatically chosen the relevant features and removing the features coefficient value is 0. It is executed using the scikit learn library from python. The hyperparameter of the LASSO is selected from 5 fold cross validation using the library called GridSearch CV.

3.3.2. PCA
It is performed on the features extracted from LASSO using the scikit learn library PCA function. From the origin, the distance of the data points are considered as outliers and those points are removed from classification. The high dimensional feature space are mapped into the kernel function to transform the data into low dimensional feature space. For distribution of n data points which \(x_i \in \mathbb{R}^d\), kernel matrix K is mapped to high dimensional feature space F as per the following steps:

**Step 1:** Dot product of the kernel matrix is determined using the kernel function as denoted in Equation

\[
K_{ij} = k(x_i, x_j)
\]

**Step 2:** from the resultant matrix K, eigenvectors are calculated with the normalization function such as

\[
yk(akak) = 1
\]

**Step 3:** test point projection to eigen vectors \(v\) with kernel function is calculated as

\[
k_{PCA}(k(x)) = \sum_{i=1}^{m} a_k k(x, x)
\]

3.3.3. Gaussian LASSO Regression
It is used to estimate the PWV key features from the outcome of LASSO regression. The primary vital factors of using Gaussian regression are (i) this can provides the uncertainty estimation, which is not suitable for other regression methods (ii) with the maximization of the log-likelihood. This model hyperparameters can be identified. This consumes less time than cross-validation. It can be executed through the Gaussian Process Regressor library from the scikit learn package in python. The kernels functions such as radial basis, Matern kernel, and the rational quadratic kernel were also selected from the library. For this analysis, the rational quadratic kernel function has been chosen.
3.3.4. Cat Optimization Algorithm

The subset of features selected from Gaussian Lasso regression is forward as input to COA to select the optimal subset of features. This optimal feature subset will increase the classification accuracy as higher. The cat swarm optimization approach [10] works based on cat behavior called seeking and tracking method. With the use of fitness and flag values, this method examines the present feature in the search space in different directions. The cat rest time is inspected in seeking mode that consists of various parameters including seeking rank and memory pool, dimension, dimension change, and self-position [19]. While analyzing the feature, the memory pool is engaged initially and each feature position is examined. According to the change of position, each feature is assigned with seeking rank. This rank is changed based on position and the cat is moved in the search space by updating the bias and weights to reduce the error. The updating process is performed as in Equation (5)

\[ V_{i,c} = V_{i,c} + r_1 a_c(X_{\text{best,c}} - X_{i,c}) \]  

Where, \( V_{i,c} \) = ith position of new cat velocity, \( r_1 \) = rank, \( a_c \) = acceleration coefficient, \( X_{\text{best,c}} \) = best fitness value of ith cat, and \( X_{i,c} \) = cat position. This process is repeated until the optimal subset features seeking and tracking in the feature space is found. This will reduce the network error on classification process. The proposed optimal feature extraction algorithm is as follows:

**Algorithm 1:** Proposed Optimal Feature Extraction using Gaussian Lasso regression with COA

**Step1:** From the initial feature set, effective features are extracted using LASSO

**Step 2:** Outliers are removed using PCA

**Step 3:** relevant features from LASSO is selected using Gaussian regression

**Step4:** the optimal set of best attributes are selected based on the swarm attractiveness and brightness depending on movement computed as in Equation (6)

\[ X_p(t + 1) = X_p(t) + \frac{\beta}{\sum_{j=1}^{n} X_q(t) - X_p(t)} + R(\alpha) \]  

**Step 5:** the output of each feature is computed with the objective function as in Equation (7)

\[ f(x) = \frac{L}{1+e^{-l(x-x_0)}} \]  

**Step 6:** the weight and bias of the optimization process is updated using Equation (5).

**Step 7:** repeat until seeking and tracking of feature space is found

**Step 8:** return X as the optimal subset of feature

### 3.4. Classification Using ML and DL Approaches

The prediction of arterial stiffness accuracy is essential for the decision of clinical treatment, which will reduce the treatments predicted from false-positive assessments. Thus, this paper aimed to obtain the improved accuracy model using machine and deep learning approaches such as support vector machine (SVM), convolution neural network (CNN), and Gated Recurrent Unit (GRU) was used. The performance of these models is compared to find the best model.

### 3.4.1. SVM

The arterial stiffness prediction using SVM with Gaussian kernel method helps to produce better performance. SVM with kernel function is producing the better outcome and treated as best classifier. It divides the hyperplane into two components which will transform the input into its high dimensional using Equation (8). The input samples are assigned to the feature space and the reduced samples has been used as the input to the classification problem.

\[ f(X, Y) = \sum_{i=1}^{n} y_i l_i(x) + k, \]  

where, \( k \) = bias, \( f(X, Y) \) = linear model of the input X and Y, \( l_i(x) \) = non-linear transformation, \( i=1...n \) using the kernel function, the classification problem is controlled and this paper used Gaussian radial basis function as stated in the Equation (9)

\[ k(X, Y) = \sum_{i=1}^{n} e^{-\frac{||X-Y||^2}{2\sigma^2}}. \]  

Then the output of the prediction is either class 1 or class 0.

\[ f = \begin{cases} 1 & \text{if } \|\mathbf{x}\| \leq 1, \\ 0 & \text{otherwise} \end{cases} \]  

\[ \text{where } \mathbf{x} \] is the data point.
The hyperplane divides the two classes and the margin divides the hyperplane. The predicted result which is closest to the best margin will fall into any one of the classes. These classes predict the impact of arterial stiffness risk factors for diabetes patients.

3.4.2. CNN
Convolution neural network is the widely used deep learning based classification model which consists of convolution layer to extract the features and fully connected layer for deciding the output. CNN has been implemented for image recognition as maximum [3]. The convolution layer can extract the unique features and the size of the features is reduced with pooling layer. The processing of CNN is denoted in Equation (11)

\[ l' = \frac{l - K + 2D}{C} + 1, \] (11)

where \( I \) refers to the size of the input, \( K \) refers the kernel size, \( D \) filled with zero for the both end dimension and \( C \) denotes the kernel stride in the convolution layer. The performance of the convolution layer is not proportional to the number of convolution layers [28]. Multiple convolution layer may learn complex features effectively. The correlation between convolution layer number and its efficiency is based on the input and the optimal output is computed by learning. The number of convolution layers, kernel size, weights used for hidden layer is the parameters of CNN. The model is implemented using python programming. Figure 2 illustrates the CNN structure.

Figure 2
CNN model structure

3.4.3. LSTM
LSTM is a kind of recurrent neural network (RNN) form. The issue behind RNN is while handling the long term dependencies, it affects the gradient. The gradient can be fixed through gradient clipping method, but it still limits the gradient with threshold. To handle this gradient, gates have been suggested which is implemented in LSTM which use three gates such as input, output and forget gate in addition to RNN and also it consists of memory for storage as in Figure 3.

Figure 3
LSTM model

The LSTM inputs are as follows:
- \( X_t \) – Input at time \( t \)
- \( H_t \) – Current hidden state or output
- \( H_{t-1} \) – Previous hidden state
- \( C_{t-1} \) – Cell state activation vector
- \( C_t \) – Current memory state
- \( C_{t-1} \) – previous memory state
- \( w_f, w_{i}, w_o, w_{\%} \) – weights of each forget, cell, input and output gates current state
- \( u_f, u_i, u_o, u_{\%} \) – weights of each forget, cell, input and output gates previous hidden state
- \( b_f, b_i, b_o, b_{\%} \) – each gate bias vectors
- \( \sigma_t \) – activation function (sigmoid)
- \( \sigma_{ht} \) – activation function (hyperbolic activation function)
- \( \odot \) - Hadamard product (element wise multiplication)

The expression of each gate is denoted in Equation (12) to (17)
The expression of each gate is denoted in Equation (12)
\[
f_t = \sigma_s(w_f X_t + u_f H_{t-1} + b_f)
\]
\[
i_t = \sigma_s(w_i X_t + u_i H_{t-1} + b_i)
\]
\[
\tilde{C}_t = \sigma_H(w_c X_t + u_c H_{t-1} + b_c)
\]
\[
C_t = f_t \odot C_{t-1} + i_t \odot \tilde{C}_t
\]
\[
o_t = \sigma_s(w_o X_t + u_o H_{t-1} + b_o)
\]
\[
H_t = o_t \odot \tanh(C_t)
\]

3.4.4. GRU

GRU is an improved version of RNN which consists of two gates such as update gate and reset gate to finalize the output. The update gate (ug) is responsible to decide how much of data from previous step will pass to next step at time. The reset gate (rg) is responsible to decide how much of data from previous step to forget at time as shown in Figure 4. The activation vector \(\tilde{H}_t\) compute the current memory state using the current input and previous hidden state from reset gate.

![Figure 4](image)

The update and reset gate are denoted in Equation (18 to 21)
\[
ug_t = \sigma_s(w_{ug} X_t + u_{ug} H_{t-1} + b_{ug})
\]
\[
gr_t = \sigma_s(w_{rg} X_t + u_{rg} H_{t-1} + b_{rg})
\]
\[
\tilde{H}_t = \sigma_H(w_{\tilde{H}} X_t + u_{\tilde{H}} (rg_t \odot H_{t-1}) + b_{\tilde{H}})
\]
\[
H_t = (1 - u_{\tilde{g}}) \odot H_{t-1} + (1 - u_{g}) \odot \tilde{H}_t,
\]

where, the variables are same as in LSTM except \(\tilde{H}_t\) – candidate activation vector. The optimal hyper parameters are obtained using the AUROC based on 10 fold cross validation in discovery dataset.

3.5. Statistical Analysis

The discovery data has been split into two groups: training and testing data 70% and 30%, respectively. The machine and deep learning algorithms were executed on training data based on the tuning hyperparameters. AUROC and AUPRC (Area under the precision-recall curve) have been computed on testing data for all the classification algorithms. Based on the comparison of AUROC and AUPRC best model will be found. Numerical data in the dataset is expressed in terms of mean ± standard deviation. The categorical data in the discovery dataset is expressed in terms of percentages and numbers. The continuous variables are compared with two groups using a t-test. Categorical data are compared using the chi-square test. All the evaluations are performed using python, scikit learn package. The features are normalized using the Standard Scaler python library. Normality of the data are assessed using K-s test (Kolmogorov-smirnov). To evaluate the machine learning algorithms, Root Mean Square Error (RMSE) is used as denoted in Equation (22)
\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n}(baPWV_i - baPWV)\cdot (baPWV_i - baPWV)}{n}}.
\]

where, \(n\)-test dataset size, \(baPWV_i\) – i\textsuperscript{th} estimated baPWV, \(baPWV_i\) – i\textsuperscript{th} measured baPWV. Error percentage based on RMSE is computed as in Equation (23).
\[
\varepsilon = \frac{RMSE_{baPWV}}{baPWV} \times 100\%.
\]

where \(baPWV\) – mean value of the study population baPWV

4. Result and Discussions

In this paper, 760 subjects from the discovery dataset is used for evaluation with the age of 56 ± 12 years in a male and female ratio of 60:40. Based on the baPWV value of 1800 cm/s, the samples are divided into three
### Table 1
Baseline characteristics of the patients based on arterial stiffness status

<table>
<thead>
<tr>
<th></th>
<th>Low risk of arterial stiffness (baPWV≤1400)</th>
<th>Medium risk of arterial stiffness (1400&lt; baPWV≤1800)</th>
<th>High risk of arterial stiffness (baPWV ≥1800)</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>230</td>
<td>160</td>
<td>370</td>
</tr>
<tr>
<td>Male</td>
<td>153</td>
<td>126</td>
<td>171</td>
</tr>
<tr>
<td>Female</td>
<td>36</td>
<td>28</td>
<td>180</td>
</tr>
<tr>
<td>Age (years)</td>
<td>49 ± 14</td>
<td>55 ± 8</td>
<td>61 ± 9</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>166.41 ± 9.28</td>
<td>164.71 ± 7.89</td>
<td>162.12 ± 8.11</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>67.78 ± 13.81</td>
<td>66.17 ± 12.03</td>
<td>65.19 ± 11.42</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>24.45 ± 3.82</td>
<td>24.34 ± 3.72</td>
<td>24.64 ± 3.62</td>
</tr>
<tr>
<td>FBG (mmol/L)</td>
<td>5.13±0.63</td>
<td>5.33±0.76</td>
<td>5.45±0.93</td>
</tr>
<tr>
<td>Heart rate (bpm)</td>
<td>71.32±9.17</td>
<td>73.18±10.62</td>
<td>74.8±11.8</td>
</tr>
<tr>
<td>Waist (cm)</td>
<td>83.21±10.61</td>
<td>86.1±10.16</td>
<td>89.14±10.42</td>
</tr>
</tbody>
</table>

#### Smoking Status

<table>
<thead>
<tr>
<th></th>
<th>Never</th>
<th>Former smoker</th>
<th>Current smoker</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>154</td>
<td>86</td>
<td>207</td>
</tr>
<tr>
<td>Former smoker</td>
<td>39</td>
<td>35</td>
<td>51</td>
</tr>
<tr>
<td>Current smoker</td>
<td>25</td>
<td>28</td>
<td>88</td>
</tr>
</tbody>
</table>

#### Alcohol consumption

<table>
<thead>
<tr>
<th></th>
<th>Never</th>
<th>Former</th>
<th>Light</th>
<th>Moderate</th>
<th>Heavy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>147</td>
<td>1</td>
<td>57</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Former</td>
<td>84</td>
<td>3</td>
<td>49</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Light</td>
<td>107</td>
<td>22</td>
<td>107</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>Moderate</td>
<td>22</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heavy</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Diabetes types

<table>
<thead>
<tr>
<th></th>
<th>Type 1</th>
<th>Type 2</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>36</td>
<td>188</td>
<td>3</td>
</tr>
<tr>
<td>Type 1</td>
<td>12</td>
<td>200</td>
<td>2</td>
</tr>
<tr>
<td>Type 2</td>
<td>16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td></td>
<td>301</td>
<td>2</td>
</tr>
</tbody>
</table>

#### Complication of diabetes

<table>
<thead>
<tr>
<th></th>
<th>Nephropathy</th>
<th>Retinopathy</th>
<th>Peripheral neuropathy</th>
<th>LDL-C (mmol/L)</th>
<th>HDL-C (mmol/L)</th>
<th>Uric acid (µmol/L)</th>
<th>hs-CRP (mg/L)</th>
<th>eGFR (mL/(min-1.73m²))</th>
<th>ALT (U/L)</th>
<th>AST (U/L)</th>
<th>Creatinine (µmol/L)</th>
<th>BUN, mmol/L</th>
<th>Fasting plasma glucose, mmol/L</th>
<th>Total cholesterol (mmol/L)</th>
<th>History of CVD (n, %)</th>
<th>HbA1c (%)</th>
<th>baPWV (cm/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>13</td>
<td>26</td>
<td>75</td>
<td>2.43±0.62</td>
<td>1.58±0.56</td>
<td>283±92.8</td>
<td>0.91(0.37–1.91)</td>
<td>110±21.5</td>
<td>31.7±24.5</td>
<td>20.8±12.7</td>
<td>67.2±13.8</td>
<td>5.21±1.73</td>
<td>7.82±3.19</td>
<td>4.08±1.01</td>
<td>23</td>
<td>9.1±3.3</td>
<td>1219±129</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.72±1.11</td>
<td>1.47±0.53</td>
<td>329±97.6</td>
<td>1.14 (0.45–2.31)</td>
<td>98.1±18.4</td>
<td>26.1±18.6</td>
<td>21.8±8.2</td>
<td>66.2±18.2</td>
<td>5.67±2.91</td>
<td>8.35±2.82</td>
<td>4.12±1.27</td>
<td>26</td>
<td>9.3±4.2</td>
<td>1453±131</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.81±0.83</td>
<td>1.62±0.63</td>
<td>332±92.8</td>
<td>1.25(0.60–2.71)</td>
<td>91.2±18.5</td>
<td>27.1±18.5</td>
<td>22.4±11.8</td>
<td>67.6±14.3</td>
<td>6.24±3.12</td>
<td>9.35±3.02</td>
<td>4.68±1.27</td>
<td>36</td>
<td>9.6±2.7</td>
<td>1767±305</td>
</tr>
</tbody>
</table>
groups such as low, medium and high risk. The baseline characteristics are shown in Table 1. A total of 230 patients with an age and standard deviation of 49 ± 14 are at low risk. Whereas 160 patients with an age and standard deviation of 55 ± 8 are in medium risk and 370 patients with a period and standard deviation of 61 ± nine are in the high-risk group. Significant baPWV differences are observed between these groups. The patient data from baPWV is listed in Table 1.

The proposed feature selection algorithm called Gaussian-Lasso-COA has been applied on these patient data to select the features for prediction. Lasso regression selects the top most 15 features are relevant for prediction. PCA removes the outliers of 2 features that are not correlated to each other. Gaussian with COA improved the efficiency of feature selection approach and select most important five features such as age, BMI, FBG, diastolic blood pressure (DBP), systolic blood pressure (SBP) are selected for further process. These features considered as the risk factors of arterial stiffness. The significant increase in the features age, SBP, DBP and FBG are in the high risk arterial stiffness group. The proposed algorithm also selects BMI also significant on predicting the AS risk factors. The increase in FBG also increases the baPWV which leads to the high risk factor of AS. Hence, the five important features are selected from our proposed optimal feature selection model.

Next, the dataset is divided randomly into training (70%) and testing (30%) datasets. Each time, the four machine and deep learning algorithms with the optimized hyper parameters are used on training data. The best model is assessed using the probability of AS on testing data using ROC, PRC analyses and AUC values computation. The comparative analysis shows that SVM obtained significantly minimum AUROC and AUPRC values. Whereas LSTM secured maximum AUROC and AUPRC value as shown in Figures 6-7. The LSTM outperformed than other evaluated machine and deep learning algorithms based on the capacity of the classification of AS.

Based on Figures 6-7, LSTM outperforms with improved AUROC and AUPRC values and it is finalized for our prediction model. The data is trained using LSTM on the discovery data with proposed feature selection model to predict the risk factors of arterial stiffness. The predictors with its information on discovery and validation data are shown in Table 2. For both cohorts, the AUROC and AUPRC values are as-
sessed and the results proves that the improved AU-ROC values of 0.985 and 0.916 and AUPRC value of 0.976 and 0.901 for discovery dataset and validation dataset respectively for the classification of low risk, medium risk and high risk of arterial stiffness. The accuracy of the proposed model has been estimated with the proposed Gaussian-Lasso-COA (GL-COA) and four machine and deep learning models are applied on the training data. Figure 7 and Figure 8 shows the evaluation of the classification models in terms of error. With the proposed feature selection model, LSTM secured minimum RMSE value of 1.45 with the percentage 15.6%. The other approaches such as SVM secured 1.78 and 18.0%, CNN secured 1.63 and 15.6% and GRU secured 1.69 and 17.9% are shown in Figures 9-11, respectively.

Table 2
Comparison of selected clinical characteristics between discovery and validation dataset

<table>
<thead>
<tr>
<th></th>
<th>Discovery dataset</th>
<th>Validation dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low risk</td>
<td>Medium risk</td>
</tr>
<tr>
<td>Age</td>
<td>49 ± 14</td>
<td>55 ± 8</td>
</tr>
<tr>
<td>BMI</td>
<td>24.45 ± 3.82</td>
<td>24.34 ± 3.72</td>
</tr>
<tr>
<td>FBG</td>
<td>5.13 ± 0.63</td>
<td>5.33 ± 0.76</td>
</tr>
<tr>
<td>SBP</td>
<td>115 ± 16</td>
<td>141 ± 21</td>
</tr>
<tr>
<td>DBP</td>
<td>71 ± 07</td>
<td>82 ± 32</td>
</tr>
<tr>
<td>baPWV</td>
<td>1219 ± 129</td>
<td>1453± 131</td>
</tr>
</tbody>
</table>
5. Conclusion

This paper developed a machine and deep learning-based arterial stiffness prediction model to find the risk factors of diabetes patients based on the association between baPWV and FBG. The essential key features of the diabetes patient’s biological characteristics are selected using LASSO regression. PCA has been used in this study to remove the outliers, which will increase the prediction accuracy. From the features chosen, Gaussian regression with Cat optimization will choose the most optimized five characteristics such as age, BMI, FBG, SBP, and DBP, which will produce the accurate classification of the arterial stiffness risk factors. Then, four machine and deep learning algorithms such as SVM, CNN, LSTM, and GRU were evaluated on predicting the arterial stiffness risk factors. The AUROC and AUPRC evaluation prove that LSTM performs better in predicting the risk as low, medium, and high-risk aspects with the proposed GLCOA-based feature selection. The proposed model secured the prediction AUROC of 0.985 and AUPRC of 0.976. The RMSE value and percentage in the proposed model are 1.45 and 15.6%.

In conclusion, arterial stiffness is related to the lead risk of diabetes patients. The high FBG and baPWV increase the risk of arterial stiffness and cause cardiovascular diseases in diabetes patients. The limitation of this study is the reduced training set size, and the model is suited and validated for discovery data set only. In the future, it could be evaluated in various datasets for result validation with an increased number of patient records.
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