Design and Implementation of a Self-Learner Smart Home System Using Machine Learning Algorithms
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Smart home systems are the integration of technology and services through the network for a better quality of life. Smart homes perform daily housework and activities more easily without user intervention or with remote control of the user. In this study, a machine learning-based smart home system has been developed. The aim of the study is to design a system that can continuously improve itself and learn instead of an ordinary smart home system that can be remotely controlled with the help of machine learning. The developed machine learning model predicts the routine activities of the users in the home and performs some operations for the user autonomously. The dataset used in the study consists of real data received from the sensors as a result of the daily use. Naive Bayes (NB) (i.e. Gaussian NB, Bernoulli NB, Multinomial NB, and Complement NB), ensemble (i.e. Random Forest, Gradient Tree Boosting and eXtreme Gradient Boosting), linear (i.e. Logistic Regression, Stochastic Gradient Descent, and Passive-Aggressive Classification), and other (i.e. Decision Tree, Support Vector Machine, K Nearest Neighbor, Gaussian Process Classifier (GPC), Multilayer Perceptron) machine learning-based algorithms were utilized. The performance of the proposed smart home system was evaluated using several performance metrics: The best results were obtained from the GPC algorithm (i.e. Precision: 0.97, Recall: 0.98, F1-score: 0.97, Accuracy: 0.97).
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1. Introduction

Automation is a technique of operating or controlling a process by electronic devices, reducing human involvement to a minimum [16]. The technology that foresees the integration of almost all electrical devices into our daily lives by connecting to the Internet is defined as the Internet of Things (IoT). According to studies, the number of active IoT devices is expected to grow to 22 billion by 2025 [36]. The use of IoT technology with different features, suitable for all budgets, and high availability encourages people to set up their systems. Commonly used development cards are Raspberry Pi (RPi), Arduino, Asus Tinker Board, Particle Photon, Intel Galileo and Edison, Samsung ARTIK, and BeagleBone [53].

People's expectations about what a house should do or how services will be provided at home have changed over time with the development of technology and services, [28]. Smart home systems perform daily housework and activities more easily without user intervention or with remote control of the user [19, 29]. The baseline infrastructure for a home to be considered a smart home includes several sensors and actuators, user interfaces (such as voice control and graphic displays), building services (ventilation, heating, and lights), and appliance networks [2]. Researchers generally agree that a smart home system is comprised of three primary elements: internal network, home automation, and intelligent control [47]. Bluetooth, Internet, ZigBee, Near Field Communication (NFC), Global System for Mobile (GSM) communications, and Radio Frequency Identification (RFID) are generally used as connection types in smart home systems [1].

The architecture of a smart home is determined by the way devices communicate with one another, how and where the information from sensors and appliance usage habits is stored, how this information is processed and trends are extracted, and how the user can interact with the devices and vice versa [39]. Several types of architectures have been investigated in previous studies [42, 43, 46, 55, 63].

Smart home control, remote monitoring, and Human Activity Recognition (HAR) are the most widely studied topics in smart home systems [54].


The rule bases used by knowledge-driven models can be generalized to the extent that residents use the smart home system. Most of the data-driven models learn from pre-existing datasets that contain user behaviors. Activities are detected through cameras, wearable technology, RFID, or smartphones. Although studies made dependent on another device are not very reliable, they are not effective in terms of project’s usability in real life. Besides, data-driven and knowledge-driven models do not generally focus on the whole smart home. Operations are carried out according to a single room in the house or specific activities. Both models are not self-learning systems, and therefore their adaptation capabilities are weak.

This study has developed a smart home system working with RPi, Arduino, and various sensors using machine learning, which is a field of computer science that gives computers the ability to learn without being explicitly programmed. The aim of the study is to design a system that can continuously improve itself and learn with the help of learning algorithms in machine learning methods, instead of an ordinary smart home system that can be remotely controlled. In our smart home system, firstly, the dataset that constitutes the system’s memory must reach a certain saturation. When the dataset reaches a certain saturation, the system performs some activities autonomously for the user’s benefit.

There are two basic protocols in the developed smart home system: the first protocol consists of the machine learning algorithm, control system, and basic security system that works when the users are at home. The second protocol consists of advanced security and remote control systems.

The developed machine learning model predicts the routine activities of the users in the home and performs some operations for the user. This system provides users with a more comfortable life and prevents possible human-induced disasters. The smart home system is made smarter by adding the data obtained
from the sensors used in the house at certain time intervals to the dataset. Thus, the system can detect any change and frequently repeated activities. The users can control certain electronic items with an Android phone via Bluetooth at home. They can also see the temperature values with the Android application instantly. Flammable gas alarms, fire alarms, and flood detectors work in the basic security system. If the system detects any alarm situation, it sends a warning SMS to the users and shuts down the network where the alarm is detected for a certain time.

Advanced security and remote control systems come into play in the second protocol when there is no user at home. There are flammable gas, fire, flood, and motion detectors, camera image capture, sound alarm, and door alarm in the advanced security system. The system sends a warning SMS to residents in case of any alarm. At the same time, users can see the temperature and humidity values, alarm status, and control panel from the web interface and mobile application.

In our study, Naive Bayes (NB) (i.e., Gaussian NB (GNB), Bernoulli NB (BNB), Multinomial NB (MNB), and Complement NB (CNB)), ensemble (i.e., Random Forest (RF), Gradient Tree Boosting (GTB) and eXtreme Gradient Boosting (XGBoost)), linear (i.e., Logistic Regression (LR), Stochastic Gradient Descent (SGD), and Passive-Aggressive Classification (PAC)), and other (i.e., Decision Tree (DT), Support Vector Machine (SVM), K Nearest Neighbor (KNN), Gaussian Process Classifier (GPC), Multilayer Perceptron (MLP)) machine learning-based algorithms were used.

The contributions of this paper can be summarized as follows:

1. The proposed smart home system unlike previous studies can perform activities autonomously without the data obtained from smartphones, RFID, or cameras.
2. The proposed smart home system can perform independently of the user using machine learning-based prediction algorithms.
3. Different machine learning algorithms were tested on the proposed smart home system, and the results were compared with each other.
4. The proposed smart home system, like many others, can allow users to control the house remotely and perform routine operations autonomously.

The rest of this paper is organized as follows: in Section 2, previous works on smart home systems are discussed. Section 3 presents the materials and methods used in the study. Section 4 presents the experimental study and discusses the results. Finally, conclusions are given in Section 5.

2. Related Studies

Smart home systems have achieved great interest in making people’s lives easier and more comfortable [20]. This section discusses previous papers on smart and intelligent home automation systems. A comparative analysis of existing smart home systems has been made, which provides a clear idea of the pros and cons of the existing systems.

2.1. Bluetooth-based Systems

Bluetooth technology is designed to revolutionize the detecting and control of digital devices in people’s homes and offices. It is now possible to create a network where devices can communicate with each other with built-in Bluetooth technology instead of systems where only individual devices are used. Bluetooth technology can be used cost-effectively for home automation. It generally works with the 802.15.1 standard over a 2.4 GHz frequency [30].

Naresh et al. [41] have presented the design and implementation of an automation system that can monitor and control home appliances via the ARM9 S3C2440A board. The system they developed aims to wireless control electronic devices such as lights, doors, and air conditioners in the house via Bluetooth. Asadullah and Ullah [4] have developed a low-cost and user-friendly remote-controlled home automation system using the Arduino development board, Bluetooth module, smartphone, ultrasonic distance sensor, and soil moisture sensor. The system they developed uses an ultrasonic sensor for water level detection and a soil moisture sensor for automatic plant irrigation. The prototype of the home automation system has been applied to the hardware, and successful results have been obtained. Wan and Liu [60] have presented a smart home network system based on the Nordic nrf52832 device. In this smart home system, a self-organizing network system consists of one control node, and a lot of monitor nodes were set up. The control node manages the whole network, and the monitor nodes collect the sensor information such as light intensity, temperature, humidity, PM2.5, etc. The results
showed that the Bluetooth mesh wireless network system is flexible and has a low construction cost.

2.2. GSM-based Systems

GSM technology was developed by the European Telecommunications Standards Institute (ETSI) to define protocols for second-generation (2G) digital cellular networks used for mobile phones. GSM is used to transport human voice to cellular telephone networks utilizing this type of technology. In addition, GSM has many features such as Short Message Service (SMS), international roaming, fax, and data messaging service [31].

Teymourzadeh et al. [56] aimed to use GSM technology to control home appliances. In the proposed study, users can see whether any of the electrical appliances in the house is on or off via SMS, and they can also control them. The developed system prototype was made, and successful test results were obtained. Jivani [27] has created a GSM-based security control system for Android mobile phones using App Inventor. Electrical household appliances are connected to the relays and connected to the input/output digital ports of Arduino, and then the GSM module to Arduino. Users can control the relays via SMS sent by the Android application developed using App Inventor. The system has been tested by running on various phones, and successful results have been obtained. Ocak and Gökrem [44] have presented a prototype of a security system using the Arduino Uno R3 development board. The designed security system used ultrasonic distance sensors, temperature sensors, fire sensors, and gas sensors. The mobile phone in the system can send a warning SMS and e-mail to users registered in the database when there is a security-related emergency.

2.3. Internet-based Systems

With the development of wired and wireless network technologies, internet-connected mobile devices such as smartphones and tablets are now widely used. IoT is the system used to control the devices we use in our daily lives over the Internet without human intervention [57]. It is a new technology paradigm envisioned as a global network of machines and devices that can interact with each other [34].

Bingol et al. [7] developed an internet-based smart home system using Delta DVP28SV model programmable logic controller. The smart home system can be controlled by any device or operator connected to the Internet. There are ventilation, lighting, and security systems in the developed smart home. Unusual activities in the security system are reported to users via SMS. Chandramohan et al. [8] designed a home control and monitoring system using an internet protocol-connected microcontroller to remotely control devices using an Android-based smartphone application. After the system connects various electrical appliances to the Internet via Wi-Fi, it provides individual control of the devices via the Android application. The system includes lamps, fans, an LM35 temperature sensor, and light-dependent resistance (LDR). The proposed home and energy control system provides smart services and energy savings.

2.4. Artificial Intelligence and Machine Learning-based Systems

Machine learning techniques, the most well-known methods of artificial intelligence algorithms, have been used frequently in smart home studies. Predicting the probability of an event and HAR applications are the most studied topics in machine learning-based smart home systems.

Hussein et al. [22] designed an artificial intelligence-based smart home for people with disabilities. There were two Artificial Neural Networks (ANN) for adaptive learning. These networks were responsible for predicting the probability of an event. Thus, the system can be adapted to the needs of the user. A single ANN model was used in the study. Trials have not been done for different variations of the ANN, and the results have not been compared. Mehr et al. [38] conducted a study on recognizing and detecting human activities inside the smart home. They have used the smart home dataset of the Massachusetts Institute of Technology. The dataset has been tested with three different algorithms of ANNs. Güneş [18] developed a learner, web-based, low-energized, and modular home automation system in his doctoral thesis. An algorithm inspired by the Markov model and the ant colony algorithm was developed as an artificial intelligence algorithm in the study. Bianchi et al. [6] proposed an innovative HAR system using wearable devices with Convolutional Neural Networks (CNN). The system has been used to recognize a person’s most common daily activities at home. Wearable technology can be a suitable method if the user
is in the smart home, but it is not a very efficient solution. When home residents want to interfere with the house outside, the system ignores these activities. Du et al. [10] developed a system to solve the life problems of the elderly and disabled people in the home. Their actions inside the smart home were imitated using passive RFID tags. The Long Short-Term Memory (LSTM) method used in the study was compared only with the Naïve Bayes (NB) method. Irvine et al. [23] have used ensemble neural network, KNN, and SVM methods to solve the problem of HAR in smart homes with an open-source dataset. Liu et al. [35] presented an approach for timely daily activity recognition from an incomplete stream of sensor events. They have tested four classifiers: RF, NB, JRip, and SVM. The best results were obtained from the SVM classifier. Fahad and Tahir [13] performed activity recognition by applying a probabilistic NN on the pre-segmented activity data obtained from the sensors deployed at different locations in a smart home. They have used well-known datasets like Aruba and Milan, while the H2O auto-encoder detects the anomalies within each activity class. Previous studies on smart home systems are summarized in Table 1.

Although there have been many studies on smart home systems in recent years, previous studies have essential shortcomings:

Most studies have used rule-based systems, but machine learning has not been used.

There are also a few disadvantages seen in machine learning-based studies: either the parameters of the algorithms used were kept constant and not tested with different parameter combinations, or public datasets were used and were not customized for the residents using the smart home.

### 3. Material and Method

This section presents the details of hardware, software, and machine learning algorithms used in our study.

#### 3.1. Hardware and Software

RPi and Arduino, which controlled all sensors and components, were used as microcontroller boards in our study. Also, sensors and electronic components like LDR light, flame detection, MQ5 flammable gas detection (LPG and propane gas), rain detection, sound, PIR, temperature and humidity (DHT11) sensors, relay modules, camera module, GSM module, fan module, various cables, breadboard, resistors, power cables, LM2596 voltage regulator, MCP3008 integrated, and 12V adapter were used.

---

Table 1: Previous studies on smart home systems

<table>
<thead>
<tr>
<th>Reference</th>
<th>The Algorithm Used (Best in bold)</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hussein et al. (2014)</td>
<td>ANN</td>
<td>80.00 – 95.00</td>
</tr>
<tr>
<td>Mehr et al. (2016)</td>
<td>QP, LM, BBP</td>
<td>92.81</td>
</tr>
<tr>
<td>Güneş (2016)</td>
<td>RF</td>
<td>Not given</td>
</tr>
<tr>
<td>Bianchi et al. (2019)</td>
<td>CNN</td>
<td>97.00</td>
</tr>
<tr>
<td>Du et al. (2019)</td>
<td>Naive Bayes, LSTM</td>
<td>78.30 – 85.00</td>
</tr>
<tr>
<td>Liu et al. (2019)</td>
<td>NB, JRip, SVM</td>
<td>77.70 Recall, 80.00 Precision</td>
</tr>
<tr>
<td>Irvine et al. (2020)</td>
<td>Ensemble NN, KNN, SVM</td>
<td>80.39</td>
</tr>
<tr>
<td>Fahad and Tahir (2021)</td>
<td>Probabilistic NN</td>
<td>0.90 for Aruba, 0.80 for Milan</td>
</tr>
<tr>
<td>Our study (2022)</td>
<td>LR, KNN, SVM, DT, XGBoost, MLP, RF, SGD, GPC, PAC, GNB, BNB, MNB, CNB</td>
<td>97.94</td>
</tr>
</tbody>
</table>
Arduino microcontroller board is an open-source development platform used to construct and program electronic circuits. Arduino software can be downloaded for free and can be easily programmed with libraries. It can interact with the outside world using various sensors with analog and digital inputs/outputs [17]. Due to its low power consumption and small size, Arduino Nano, shown in Figure 1(a) and its features presented in Table 2, was preferred in the study.

Table 2
Arduino Nano features [3]

<table>
<thead>
<tr>
<th>Arduino Nano</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microcontroller</td>
<td>ATmega328</td>
</tr>
<tr>
<td>Architecture</td>
<td>AVR</td>
</tr>
<tr>
<td>Operating Voltage</td>
<td>5 V</td>
</tr>
<tr>
<td>Flash Memory</td>
<td>32 KB of which 2 KB used by bootloader</td>
</tr>
<tr>
<td>SRAM</td>
<td>2 KB</td>
</tr>
<tr>
<td>Clock Speed</td>
<td>16 MHz</td>
</tr>
<tr>
<td>Analog IN Pins</td>
<td>8</td>
</tr>
<tr>
<td>EEPROM</td>
<td>1 KB</td>
</tr>
<tr>
<td>DC Current per I/O Pins</td>
<td>40 mA (I/O Pins)</td>
</tr>
<tr>
<td>Input Voltage</td>
<td>7-12 V</td>
</tr>
<tr>
<td>Digital I/O Pins</td>
<td>22 (6 of which are PWM)</td>
</tr>
<tr>
<td>PWM Output</td>
<td>6 pieces</td>
</tr>
<tr>
<td>Power Consumption</td>
<td>19 mA</td>
</tr>
<tr>
<td>PCB Size</td>
<td>18 x 45 mm</td>
</tr>
<tr>
<td>Weight</td>
<td>7 g</td>
</tr>
</tbody>
</table>

RPi is a credit card-sized, low-cost, small, and portable computer developed by the Raspberry Pi Foundation in England in 2009 [59]. When a keyboard, mouse, and display are connected to the RPi, it has no difference from a computer. RPi 3 Model B+, shown in Figure 1(b) and its features given in Table 3, was used in our study.

The main microcontroller used in this study is RPi. Arduino Nano was used as an auxiliary microcontroller board by connecting it to RPi with a USB cable. The purpose of using two microcontrollers is to benefit from the different good features of both development boards. The main programming language supported in RPi is Python.

Table 3
RPi 3 Model B+ features [48]

<table>
<thead>
<tr>
<th>RPi 3 Model B+</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor</td>
<td>Broadcom BCM-2837B0, Cortex-A53/AMRv8 Quad-Core 64-bit SoC @ 1.4GHz</td>
</tr>
<tr>
<td>Memory</td>
<td>1 GB LPDDR2 SDRAM</td>
</tr>
<tr>
<td>Wireless LAN</td>
<td>2.4GHz and 5GHz IEEE 802.11.b/g/n/ac Wireless</td>
</tr>
<tr>
<td>Ethernet</td>
<td>300Mbps Gigabit, PoE HAT Compatible</td>
</tr>
<tr>
<td>Bluetooth</td>
<td>Bluetooth 4.2, Bluetooth Low Energy (BLE)</td>
</tr>
<tr>
<td>Access</td>
<td>Extended 40-pin GPIO header</td>
</tr>
<tr>
<td>Storage</td>
<td>Micro SD Card</td>
</tr>
<tr>
<td>Video</td>
<td>HDMI, DSI Display Port + CSI Camera Port</td>
</tr>
<tr>
<td>Sound</td>
<td>4 pole 3.5 mm Stereo Output and Composite Video Port</td>
</tr>
<tr>
<td>USB</td>
<td>4 x USB 2.0 + MikroUSB 5 V/2.5 A DC via Micro USB Connector</td>
</tr>
<tr>
<td>Multimedia</td>
<td>H.264, MPEG-4 decode (1080p@30), H.264 encode (1080p@30), OpenGL ES 1.1, 2.0 graphics</td>
</tr>
<tr>
<td>Environment</td>
<td>Operation temperature, 0 - 50 °C</td>
</tr>
<tr>
<td>Production Lifetime</td>
<td>The RPi 3 Model B+ will remain in production until at least January 2023.</td>
</tr>
</tbody>
</table>

On the other hand, using some sensors and components in RPi is quite complex compared to Arduino. Two microcontrollers are included in the study to eliminate these problems. The smart home circuit
The circuit diagram of the smart home

Python programming language and Arduino IDE (Integrated Development Environment) were used on Raspbian OS to develop the project. Raspbian OS has been optimized for low-performance ARM processors used in RPi. Arduino IDE is a software development platform that allows the program to be written, compiled, and loaded to the Arduino board. Scikit-Learn library was used for machine learning classification methods. Scikit-Learn is a free machine learning library for the Python programming language [50].

3.2. The Dataset

The dataset is created according to the sensors and status values instantly received from the smart home motion sensor (PIR), home temperature and humidity sensor (DHT11), outdoor temperature and humidity sensor (DHT11), gas sensor (MQ5), flame sensor, sound sensor, relays, lamps, fan, and servo motor components. It was created by adding date, day, and hour information to the values obtained from the sensors in the smart home. The dataset consists of 18 attributes and 17,531 rows of data. The dataset attributes are given in Table 4, and histograms are presented in Figure 3.

The developed smart home system inserts the values received from all sensors every half-hour, together with the date, day, and time information into the dataset. After the dataset has been created, pre-processing techniques have been carried out to obtain more successful classification results. In the pre-processing phase, outlier data produced by sensor fluctuations were removed first. Except for the date, time,
Table 4
Dataset attributes

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date (A)</td>
<td>Instant date value (D / W / Y)</td>
</tr>
<tr>
<td>Day (B)</td>
<td>Weekdays</td>
</tr>
<tr>
<td>Time (C)</td>
<td>Timestamp of the row added to the dataset</td>
</tr>
<tr>
<td>Resident Status (D)</td>
<td>Residents are at home or not (0-1)</td>
</tr>
<tr>
<td>Home Temperature (E)</td>
<td>Instant temperature value in the house (°C)</td>
</tr>
<tr>
<td>Home Humidity (F)</td>
<td>Instant humidity value in the house (%)</td>
</tr>
<tr>
<td>External Temperature (G)</td>
<td>Instant temperature outside the house (°C)</td>
</tr>
<tr>
<td>External Humidity (H)</td>
<td>Instant humidity outside the house (%)</td>
</tr>
<tr>
<td>Gas (I)</td>
<td>The flammable gas level (LPG / Propane Gas)</td>
</tr>
<tr>
<td>Fire (J)</td>
<td>Fire status (0-1)</td>
</tr>
<tr>
<td>Sound (K)</td>
<td>Sound level (0-1)</td>
</tr>
<tr>
<td>Living Room Light (L)</td>
<td>Hall lamp status (0-1)</td>
</tr>
<tr>
<td>Bedroom Light (M)</td>
<td>Bedroom lamp status (0-1)</td>
</tr>
<tr>
<td>Relay-1 (Coffee Maker) (N)</td>
<td>Status of Relay-1 (0-1)</td>
</tr>
<tr>
<td>Relay-2 (Kettle) (O)</td>
<td>Status of Relay-2 (0-1)</td>
</tr>
<tr>
<td>Air Condition (P)</td>
<td>Air conditioning status (0-1)</td>
</tr>
<tr>
<td>Curtain (R)</td>
<td>Curtain status (0-1)</td>
</tr>
<tr>
<td>Warning (S)</td>
<td>Instant alarm status (0-1)</td>
</tr>
</tbody>
</table>

temperature, humidity, and gas attributes, other attributes have values of 0 or 1. Therefore, the normalization process was performed only for temperature, humidity, and gas attributes. A 10-fold cross-validation process was performed before the classification algorithms were applied. Cross-validation is a technique that separates the existing dataset into training and test samples. After the dataset is divided into k equal parts, the algorithm is trained with k-1 parts. Then the algorithm is tested with the remaining part [61].

3.3. Classification Algorithms

The purpose of using classification algorithms in our study is to control the status of electronic items (i.e., relays, motorized curtains) before users according to the past data. The attributes between A and I (including A and I) were regarded as inputs, and the attributes between the J-R (J and R) were regarded as outputs in the classification algorithms. The dataset was divided into two groups, 80% training, and 20% test data, and cross-validation was performed. All algorithms used in the study have been trained and tested in the Python environment using the Scikit-Learn library.

After the classification process is completed, the obtained values are combined as a single row and added to another dataset with the current date and sensor values. The status of the electronic devices in the smart home is updated according to the new outputs, and an information message about the changes is sent to the home residents.

The following subsections are summarized the classification methods used in the study. Theoretical details were kept short since these algorithms are well-known and frequently mentioned in previous studies.

3.3.1. Naive Bayes Models

Gaussian Naive Bayes (GNB), Bernoulli Naive Bayes (BNB), Multinomial Naive Bayes (MNB), and Complement Naive Bayes (CNB) algorithms have been employed as Naive Bayes (NB) models: GNB classification is a case of NB method with an assumption of having a Gaussian distribution on attribute values given the class label [24]. BNB applies pure Bayes training and classification algorithms for data distributed according to multivariate Bernoulli distributions. There can be more than one property, but each is assumed to be a binary value variable. Therefore, samples must be represented as binary feature vectors [52]. MNB assumes that all attributes (i.e., features) are independent of each other, given the class context, and it ignores all dependencies among attributes [26]. CNB is an adaptation of the MNB algorithm that is particularly suitable for unbalanced datasets. Specifically, CNB uses the statistics of each class’s complement to calculate the model’s weights [51].

3.3.2. Ensemble Models

Random Forest (RF), Gradient Tree Boosting (GTB), and eXtreme Gradient Boosting (XGBoost) algorithms were used as ensemble models. The RF algorithm creates a group of classification methods based
Figure 3
Histograms of the dataset
on a combination of several decision trees. The tree-based components of these groups are formed with a certain amount of randomness. Based on this idea, the RF algorithm is defined as a general principle of randomized ensembles of decision trees [11]. The GTB method is a type of tree ensemble model in which a subsample of the train data at each iteration is randomly taken from the complete train data. This subsample will then be employed to fit the base learner and update the model for the next iteration [58]. The XGBoost algorithm is a decision tree-based ensemble machine learning algorithm that uses a gradient boosting framework. It performs better than ANN and all other algorithms in prediction problems with unstructured data [64]. XGBoost has the advantage of parallel processing; that is used all the cores of the machine it is running on [9].

### 3.3.4. Other Machine Learning-Based Models

In addition to Naive Bayes, Ensemble, and Linear models, we included Decision Tree (DT), Support Vector Machine (SVM), K Nearest Neighbor (KNN), Gaussian Process Classifier (GPC), Multilayer Perceptron (MLP) methods in our study. We classified the dataset we obtained with as many classification methods as possible and compared the results.

DTs are one of the most used algorithms in supervised learning. It has a predetermined target variable. By design, it offers a strategy that goes from top to bottom. It makes a dataset smaller pieces according to some rules. DTs can handle both categorical and numerical data [33].

The SVM is a convex optimization-based machine learning algorithm that works on the principle of structural risk minimization. SVM is mainly used to distinguish between two classes of data. Decision boundaries or hyperplanes are determined for the separation process [45].

The KNN algorithm is a supervised learning method that solves classification problems and images explained by local features. Given a local query vector and a set of properties, the KNN algorithm looks for the closest feature vectors of the query vector. It calculates the distance between the query vector and all other vectors and sorts the calculated distances. Then selects k reference vectors corresponding to the smallest distances [12].

The GPC algorithm applies Gaussian operations for more specific probability classification where test predictions take the form of class probabilities. GPC is a very effective and non-parametric classification method based on the Bayesian algorithm. GPC is a powerful algorithm to model nonlinear relationships between random variable pairs. It defines a distribution over functions that can be applied to show uncertainty about the actual functional relationship [62].

The MLP algorithm is a supervised learning algorithm that can learn a function by training a dataset. MLP is an ANN that consists of multiple sensors. It consists of an input layer to receive data input, an output layer that makes decisions or predictions about input, and a random number of hidden layers between these two layers, which is the accurate computational engine of MLP [40].

### 3.3.3. Linear Models

Logistic Regression (LR), Stochastic Gradient Descent (SGD), and Passive-Aggressive Classification (PAC) methods were utilized as linear models: The LR algorithm, contrary to its name, is generally an algorithm that is more suitable for classification problems. LR method is used when the outcome variable is a two-level or multi-level categorical variable and takes discrete values such as 0-1, and is preferred when the dependent variable consists of categorical values such as positive-negative, low-medium-high, successful-unsuccessful [21]. Gradient Descent (GD) is a trendy optimization technique in machine learning, and it is used in most learning algorithms. In the SGD algorithm, a few random samples are selected for each iteration instead of all the data. For example, when a dataset containing one million samples is used with the classical GD algorithm, all one million samples must be used to perform an iteration. Therefore, the process turns into a very costly situation. When this dataset is used with the SGD algorithm, only one sample of data (one piece) is required to perform each iteration, and this data is randomly shuffled. Thus, in SGD, instead of the sum of the gradient of the cost function in all examples, each iteration has the gradient of the cost function of a single instance [32]. The PAC algorithm is a type of algorithm used for large-scale learning. After receiving a new data sample, it updates the model with a low loss on that new sample and makes sure that the model is close to the existing one [37].
4. Results and Discussions

In this section, the technical details of the proposed smart home system and the comparison of the performance results are given.

4.1. Development of the Proposed Smart Home System

In the second protocol, advanced security and remote control systems come into play when there is no user at home. In the advanced security system, there are flammable gas alarm, fire alarm, flood detection alarm, motion detector, and camera image capture system, sound alarm, and door alarm. The system sends a warning SMS to residents in case of any alarm. At the same time, users can see the temperature and humidity values, alarm status, and control panel from the web interface and mobile application instantly. In our study, Naive Bayes (NB) (i.e. Gaussian NB (GNB), Bernoulli NB (BNB), Multinomial NB (MNB), and Complement NB (CNB)), ensemble (i.e. Random Forest (RF), Gradient Tree Boosting (GTB) and eXtreme Gradient Boosting (XGBoost)), linear (i.e. Logistic Regression (LR), Stochastic Gradient Descent (SGD), and Passive-Aggressive Classification (PAC)), and other (i.e. Decision Tree (DT), Support Vector Machine (SVM), K Nearest Neighbor (KNN), Gaussian Process Classifier (GPC), Multilayer Perceptron (MLP)) machine learning-based algorithms were used.

The smart home management system designed in our study consists of three main parts: Bluetooth control mode, web control mode, and autonomous control/security mode developed with the help of machine learning algorithms. A mobile application (Figure 4) has been developed in the Bluetooth control mode for residents to use the smart home system comfortably at home. The residents can monitor possible situations like temperature and humidity levels in the smart home system via their smartphones and perform certain activities easily. Also, residents can control the lighting system, electrical appliances, and air conditioning in the house with the mobile application. The web control (Figure 5) mode allows residents to manage and monitor the smart home system from anywhere with an Internet connection when they are away from home. While users can control lighting and electrical appliances via the web interface, they can also see the temperature and humidity levels in the house. In addition, the smart home can be monitored instantly with a security camera.

Autonomous control/security mode is developed for security and controlling issues when residents are not at home. Its user-independent features have been designed using machine learning methods.
Autonomous control/security mode also enables the smart home system to control the electronic devices to detect disasters that may arise in the house due to any reason and inform the users. Door, flammable gas, sound, fire, motion, and rain alarms are available in the system. The performance of machine learning algorithms in autonomous control/security mode is analyzed in the following chapters. The flowchart of the proposed smart home system is shown in Figure 6. The smart home management system starts with initializing hardware (i.e., GSM, Camera, Relays, Fan, Led, Buzzer, Bluetooth, Wi-Fi, and sensors). Then, the residents, whether at home or not, are checked. If the residents are at home, a Bluetooth connection is established with residents’ mobile devices, or they can access the web interface via a LAN connection. After a successful connection, the residents can view the smart home’s status and controls the home appliances. If any changes are made in the smart home’s status, the changes are inserted into the database as a row to be used in the machine learning algorithms. Autonomous control/security mode is activated after all residents leave the house. If any motion, voice, or activation at home is detected, the system captures images using the camera, turns on the buzzer, and sends an SMS to the authorized resident. If any fire, flood, or smoke is detected, the system turns on the buzzer, sends an SMS to the authorized resident, and cuts off the electricity. If no danger is detected, sensor data and relays’ status are used as input data to the machine learning model. The machine learning algorithm imitates regular activities at home (for example, closing curtains in sunny weather). This part of the smart home is the part where it applies the information acquired from previous user habits and environmental conditions. Suppose the status of the devices in the house needs to change according to the data received from the sensors. In that case, the necessary intervention is made by the system and inserted into the dataset for feedback. In cases where changes are not required, the dataset is updated every half-hour by reading the sensors to keep the dataset up-to-date.

4.2. Performance Metrics

The following performance metrics were used to measure the performance of the fifteen machine learning methods used in our study:

\[
\begin{align*}
\text{Error rate} &= \frac{FP+FN}{TP+FP+FN+TN} \\
\text{Precision} &= \frac{TP}{TP+FP} \\
\text{Recall} &= \frac{TP}{TP+FN} \\
F1\text{-score} &= 2\frac{\text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}} \\
\text{Accuracy} &= \frac{TP+TN}{TP+TN+FP+FN}
\end{align*}
\]

TP is True Positive (correctly predicted positive class), FP is False Positive (false predicted positive class), FN is False Negative (false predicted negative class), and TN is True Negative (correctly predicted negative class). F1-score is the weighted average of recall and precision, with the best value is 1, and the worst value is 0. Error charts (Figure 7) were used to observe the suitability of different algorithms to the problem and compare their performance. The performance results of the classification algorithms are presented in Table 5.

The 10-fold cross-validation results were averaged to determine the prediction performance of autonomous control and security parameters. Appropriate parameter values of the classifiers were identified by grid-search. The grid search is a precise searching method through a default specified subset of a machine learning classifier [5]. The following inferences can be made from the results given in Table 5:

- It is evident from the figures and tables that all of the algorithms except BNB have achieved very good performance (i.e., over 0.90). Assuming that each property is a binary value in the BNB algorithm may be why it performs poorly compared to the others.

- For all the algorithms used in our evaluation, satisfactory results have been obtained. The majority of the classification algorithms have yielded very similar results. However, the best classification performance (i.e. Precision: 0.97, Recall: 0.98, F1-score: 0.97, Accuracy: 0.97) was obtained from the GPC model. The SGD classifier has the second-best performance results after GPC.
Figure 6
The flowchart of the proposed smart home system
Table 5
Average precision, recall, F1-score, and accuracy results of the machine learning-based classification algorithms using 10-fold cross-validation

<table>
<thead>
<tr>
<th>Model Groups</th>
<th>Models</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive Bayes Models</td>
<td>Gaussian Naive Bayes (GNB)</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>Bernoulli Naive Bayes (BNB)</td>
<td>0.83</td>
<td>0.89</td>
<td>0.85</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>Multinomial Naive Bayes (MNB)</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>Complement Naive Bayes (CNB)</td>
<td>0.93</td>
<td>0.92</td>
<td>0.93</td>
<td>0.91</td>
</tr>
<tr>
<td>Ensemble Models</td>
<td>Random Forest (RF)</td>
<td>0.95</td>
<td>0.96</td>
<td>0.95</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>Gradient Tree Boosting (GTB)</td>
<td>0.93</td>
<td>0.94</td>
<td>0.93</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>XGBoost</td>
<td>0.94</td>
<td>0.95</td>
<td>0.94</td>
<td>0.95</td>
</tr>
<tr>
<td>General Linear Models</td>
<td>Logistic Regression (LR)</td>
<td>0.95</td>
<td>0.94</td>
<td>0.94</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>Stochastic Gradient Descent (SGD)</td>
<td>0.96</td>
<td>0.96</td>
<td>0.95</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>Passive Aggressive Classification (PAC)</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.94</td>
</tr>
<tr>
<td>Other Models</td>
<td>Decision Tree (DT)</td>
<td>0.95</td>
<td>0.94</td>
<td>0.94</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>Support Vector Machine (SVM)</td>
<td>0.93</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>K-Nearest Neighbour (KNN)</td>
<td>0.92</td>
<td>0.91</td>
<td>0.91</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>Gaussian Process Classifier (GPC)</td>
<td>0.97</td>
<td>0.98</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>Multilayer Perceptron (MLP)</td>
<td>0.94</td>
<td>0.93</td>
<td>0.93</td>
<td>0.94</td>
</tr>
</tbody>
</table>

Figure 7
Error rate charts of the classification models
5. Conclusions

This study presents a machine learning-based smart home system that works with various sensors and components using RPi and Arduino. The study’s main purpose is to facilitate the lives of people, ensure their safety, and prevent disasters by detecting possible accidents.

The point that distinguishes this study from its counterparts is that it is a system that can learn and perform some activities autonomously for the benefit of the users, unlike the remotely controlled smart home systems developed previously. At the same time, unlike similar studies in the literature, the data obtained from smartphones, RFIDs, or cameras were not used to develop autonomous features.

In our study, the system was trained with previous user experiences and environmental factors to imitate the user’s daily activities. Then, the system performs certain activities independently of the user according to the outputs obtained from the machine learning-based prediction algorithms. At the same time, another aspect of our study is that many machine learning algorithms were tested on the smart home system, and the results were compared with each other.

The developed smart home system allows users to monitor and control the house remotely as they wish and also performs routine operations autonomously. Such a system has benefits for many different types of users: It facilitates the daily lives of people who work intensively, are disabled, elderly, cannot take care of their housework as much as they should.

The successful results showed that the existing design could be improved, and better results can be obtained by using different hardware and algorithms in future works.
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