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The two-dimensional heterogeneous vector bin packing problem (2DHet-VBPP) consists of packing the set of items into the set of various type bins, respecting their two resource limits. The problem is to minimize the total cost of all bins. The problem, known to be NP-hard, can be formulated as a pure integer linear program, but optimal solutions can be obtained by the CPLEX Optimizer engine only for small instances. This paper proposes a metaheuristic approach to the 2DHet-VBPP, based on Reduced variable neighborhood search (RVNS). All RVNS elements are adapted to the considered problem and many procedures are designed to improve efficiency of the method. As the Two-dimensional Homogeneous-VBPP (2DHom-VBPP) is more often treated, we considered also a special version of the RVNS algorithm to solve the 2DHom-VBPP. The results obtained and compared to both CPLEX results and results on benchmark instances from literature, justify the use of the RVNS algorithm to solve large instances of these optimization problems.
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1. Introduction

The two-dimensional heterogeneous vector bin packing problem (2DHet-VBPP) can be stated as follows (see Han et al. [13], where the name M2BP — multi-type two-dimensional bin packing problem, was used): given the $N$ pairs of 2-dimensional items and the finite number of bin types, characterized by the capacity and the cost, the problem is to select bins and pack all items into these bins, so that the total cost is minimized and the resource constraints are met.

The problem 2DHet-VBPP is a special case of the Vector bin packing problem (VBPP) (see Garey et al. [11]), where bins and items are vectors of dimension $N$. The problem Homogeneous VBPP (Hom-VBPP) is a special case of the 2DHet-VBPP when there is only one type of bins. The decision variant of the Hom-VBPP is NP-complete (see [12]), hence the VBPP is computationally a hard problem.

Han et al. [13] stated the following problems related to the 2DHet-VBPP:
- assignment of computer processes to processors, taking into account the two resources, processing time and memory;
- assignment of robots to working stations;
- file placement for multi-device storage system.

Gabay and Zaourar [10] considered the Virtual machine placement problem, which is extended by additional constraints into the Machine reassignment problem.

Bin packing is related to the container transport, as well. According to Notteboom [25], every year hundreds of millions of containers have been transported worldwide. Therefore, an efficient optimization of the container-related constraints and minimization of costs is very valuable from the global perspectives on environmental concern and minimization of costs. For details about the container transport and related problems, refer to Bortfeldt and Wäscher [5], who are focused on the constraints of packing items into containers. Problems are classified into the minimization and maximization problem types. Among them, the 2DHet-VBPP appears under the name Multiple Bin-Size Bin Packing Problem (MBSBPP) and it is described as packing a strongly heterogeneous set of cargo into a weakly heterogeneous assortment of containers so that the price of the used containers is minimized. From the 163 papers considered in [5], 12 of them dealt with MBSBPP, while 23 papers used weight limits for the container-related constraints and only 2 combined weight limits with some additional constraints in the MBSBPP. Packing the set of items into the set of containers in order to minimize the total cost, taking into account the limits of containers and weights and volumes of items, is considered in [29], [35], [34].

The exact optimization methods cannot solve larger instances of NP-hard problems. Therefore, the heuristic method is a reasonable choice to deal with the 2DHet-VBPP. Han et al. [13] considered the three approaches to the 2DHet-VBPP: a simple greedy heuristic named First Fit by Ordered Deviation (FFOD), Simulated annealing (SA) and Column generation (CG). The fastest method was FFOD, but with the solutions with the largest gap from the best ones; SA was slower, but with a smaller gap. Exact solutions could not be obtained for the instances with more than 50 items. Gabay and Zaourar [10] considered 34 greedy heuristic methods to solve the 2DHet-VBPP, classified into: item centric, bin centric and bin balancing heuristics for the decision variant of the VBPP where the final goal was to answer the question whether the given items could be placed into bins or not. Three metaheuristic methods, based on Greedy Randomized Adaptive Search Procedure (GRASP) metaheuristics, are developed by Stakić et al. [34]: Basic GRASP, Uniform GRASP and Reactive GRASP method; the Uniform GRASP method outperformed the remaining two. Stakić et al. [35] used a variant of Variable neighborhood search (VNS) to solve the 2DHet-VBPP.

As mentioned earlier, homogeneous variant of the problem was more considered in literature and there are many benchmarks for the 2DHom-VBPP. Approximation algorithms and optimal solutions for some instances of 2DHom-VBPP were represented by Shachnai and Tamir in [32]. In addition, the authors showed that for a single bin the problem was solvable in pseudo-polynomial time. Alves et al. [1] applied the concept of dual-feasible functions to reach fast lower bounds for the 2DHom-VBPP extending 1-dimensional functions to the m-dimensional case. The authors analyzed different families of functions. A multi-start iterated local search heuristic, relying on simple neighborhoods and problem-tailored shaking procedures, was developed by Masson et al. [22] as a solu-
tion approach for two problems, multi-capacity bin packing and machine reassignment problem. Turky et al. [36] developed Hyper-heuristic framework based on automatically selecting local search algorithm and the internal operators to solve 2DHom-VBPP denoted as Multi-Capacity Bin Packing Problem (MCBPP). Brunch-and-Price exact algorithms were applied by Heßler et al. [19] to several vector packing problems, among which the 2DHom-VBPP was considered. The authors used the underlying column-generation procedure with the extended master program stabilized by dual-optimal inequalities that were added from the beginning or dynamically. Branch-cut-and-price algorithms, defined as models for VRPSolver (a generic solver for vehicle routing problems) were applied to the classical bin packing problem, as well as vector packing, variable sized bin packing, and variable sized bin packing with optional items by Pessoa et al. [28].

A consistent neighborhood search was developed for solving the one-dimensional bin packing problem and then applied to the 2DHom-VBPP by Buljubašić and Vasquez [7]. Panigrahy et al. [26] analysed variants of the heuristics inspired by the first-fit decreasing algorithm and propose a new geometric heuristic algorithm without a significant decrease in performance. Arighieri et al. [2] developed the two heuristics: greedy and neighborhood search algorithm for the same problem. Sophisticated branch-cut-and-price algorithms were proposed by Pessoa et al. [27] for solving vehicle routing, assignment and bin packing problems, including the 2DHom-VBPP. In the early work of Spieksma [33] a branch-and-bound algorithm for 2DHom-VBPP was described, but it provided optimal solutions only for small-size instances. However, some instances published in [33] were later used as benchmarks. Wei et al. [37] developed a branch-and-bound method with dynamic programming which, after eliminating conflicts between two items through branching, solves the two-constraint knapsack problem at leaf nodes using dynamic programming. Brandao and Pedroso [6] presented an exact method based on an arc-flow formulation with side constraints for bin packing, including 2DHom-VBPP, and cutting stock problems. In their method, all the patterns formed a very compact graph to which a graph compression algorithm was applied in order to reduce the size of a graph without weakening the model. Each of the 34 greedy heuristics implemented by Gabay and Zaourar [10] were applied to each fixed set of items and bins of the considered 2DHom-VBPP. Then, a binary search procedure was used to find the minimal number of bins for the considered set of items among all the solutions obtained by these heuristics. Due to the simple implementation of these heuristics, the approach is not time consuming, but it cannot be applied to heterogenous case. Caprara and Toth [8] analyzed several lower bounds and introduced heuristic and exact algorithm for 2DHom-VBPP.

Additional information considering different bin packing problems and solution approaches can be found in the work of Christensen et al. [9]. In [9] authors considered Geometric bin packing and Vector bin packing problems. Within the second type they discussed offline and online bin packing, Vector knapsack, Vector scheduling and Vector covering problems. The specific 2DHom-VBPP with different categories of products (standard, cooled and frozen) that require separated zones in a truck while avoiding splitting orders with several goals (minimizing the total number of trucks, the number of refrigerated trucks which contain frozen and standard products and minimizing splitting), was considered by Heßler et al. [20]. Another variant of 2DHom-VBPP, where a price of a bin depends on the total mass of items in it, was considered and solved using a memetic algorithm by Hu et al. [21]. 2D-VBPP appeared in a scheduling problem considered by Billaut et al. [4]. Namely, two-dimensional jobs (with duration and consumption) consume a perishable resource stored in vials. The goal is to schedule the jobs on a single machine so that the maximum lateness does not exceed a given threshold and the number of vials required for processing all the jobs is minimized. The two-step approach embedding a Recovering Beam Search algorithm for the initial solution and a metaheuristic algorithm are proposed for the considered problem. The variable neighborhood search algorithm is developed for solving the bin packing problem (BPP) with compatible categories by Santos et al. [31]. A recent survey by Munien and Ezugwu [24] on different solution approaches for the 1DHom-VBPP represents The fitness-dependent optimizer (FDO), Cuckoo search via Lévy flights, Whale optimization algorithm (WOA), Squirrel search algorithm and Genetic algorithms as successful metaheuristic approaches to this type of the Bin packing problem. Another review by Ramos et al. [30] on grouping problems, among which is bin
packing as well, classify the applied metaheuristics as: Neighborhood searches, Evolutionary algorithms, Swarm intelligence algorithms.

Here we present a more efficient metaheuristic approach to the 2DHet-VBPP, based on the Reduced variable neighborhood search (RVNS). The algorithm is tested on both of 2DHet-VBPP and 2DHom-VBPP instances, and the results are compared to [2], [6], [34], [19], [10], [36]. The main contribution of our work is a new solution approach, a variant of a VNS metaheuristic, for a less considered problem, 2DHet-VBPP. Having in mind that exact methods can solve only small-size instances in the case of NP-hard problems and population based metaheuristics, as genetic algorithms, consequently provide a large number of unfeasible solutions, we develop a systematic single solution metaheuristic method. The adaption of our method to the more considered 2DHom-VBPP is successful compared to the benchmarks and provides a several new optimal solutions for the instances from the literature.

The rest of the paper is organized as follows: the proposed RVNS method is described in Section 2, the experimental results are presented in Section 3, Section 4 states the conclusion.

2. The Proposed RVNS Algorithm

In order to present the mathematical formulation of the 2DHet-VBPP and introduce the proposed solution method, the precise designations are used. If \( n \) is an integer, let \( [n] = \{1, 2, \ldots, n\} \). Further:
- \((m_i,V_i)\) denotes the two dimensions of item \( i \), \( i \in [N] \).
- \((Lm_t,LV_t)\) denotes the capacity of bins of type \( t \), \( t \in [nt] \).
- \( C_t \) denotes the price of bins of type \( t \), \( t \in [nt] \).
- \( Lnt \) denotes the upper bound on the number of bins of type \( t \), \( t \in [nt] \).
- \( p_{ijt} = 1 \) if item \( i \in [n] \) is packed in the \( j \)th bin \((j \in [Lnt])\) of type \( t \in [nt] \); otherwise \( p_{ijt} = 0 \).
- \( k_{jt} = 1 \) if the \( j \)th bin, \( j \in [Lnt] \), of type \( t \in [nt] \) is used; otherwise \( k_{jt} = 0 \).

The optimization problem 2DHet-VBPP is to

\[
\text{minimize } C = \sum_{i=1}^{m} \sum_{j=1}^{Lnt} k_{jt} \cdot C_t
\]  

subject to
\[
\sum_{i=1}^{m} \sum_{j=1}^{Lnt} p_{ijt} = 1, \quad i \in [n] \quad (2)
\]
\[
\sum_{i=1}^{m} \sum_{j=1}^{Lnt} p_{ijt} \cdot (m_i,V_i) \leq k_{jt} \cdot (Lm_t,LV_t), \quad t \in [nt], \quad j \in [Lnt] \quad (3)
\]

The objective function \( C (1) \) represents the total costs of used bins. Constraints \( 2 \) ensure that each item is packed into exactly one bin. Constraints \( 3 \) ensure that bin capacities are not exceeded.

A precise mathematical model can be used by the exact optimization solver. However, it is a well known fact that only small instances of NP-hard optimization problems can be solved exactly. A common approach is to develop an efficient metaheuristic algorithm that will be successful with larger instances of the considered problem.

Variable neighborhood search (VNS) is a well-known metaheuristic method, introduced by Hansen and Mladenović [14]-[18], [23] and widely used to solve various continuous and combinatorial optimization problems (as well as BPP by Santos et al. [31]), see Algorithm 1. Starting with the initial solution, the basic VNS algorithm loops repeat the three main steps: Shaking phase, Local search and Move or Not step, until the termination criterion is reached.

Algorithm 1 basic VNS

\begin{algorithm}
\begin{algorithmic}
\Procedure{VNS}{Problem Data, \( r_{max} \)}
\State Generate initial solution \( S \);
\Repeat
\State \( r \leftarrow 1 \);
\While{\( r \leq r_{max} \)}
\State \( S' \leftarrow \text{Shake}(S,r) \); \hspace{1em} //Shaking phase
\State \( S'' \leftarrow \text{Local Search}(S') \); \hspace{1em} //Local search
\If{\( f(S'') < f(S) \)}
\State \( S \leftarrow S'' \); \hspace{1em} //Move or Not
\State \( r \leftarrow 1 \);
\Else
\State \( r \leftarrow r + 1 \);
\EndIf
\EndWhile
\Until{The termination criterion is satisfied}
\EndProcedure
\end{algorithmic}
\end{algorithm}
After generating the initial solution $S$ (incumbent), the first VNS step (called Shaking phase), directs the search to different points in the search space, enabling the diversification of the search process. The solution $S'$, obtained in this phase, is passed to the second step (Local search), the aim of which is to reach the local optimum in the neighborhood of $S'$. The best solution $S''$, obtained during Local search, is compared to the incumbent $S$, and the better one is preserved as new $S$ by Move or Not VNS step. If $S''$ is not better than $S$, the search continues from $S$, and the counter $r$ of iterations without improvement is incremented. As the termination criterion, there might be used the maximum number of iterations without improvement, the maximum running time, etc. In the presented VNS implementation, a running time limit $t_{\text{max}}$ was used as the termination criterion.

As the neighbourhood of a 2DHet-VBPP feasible solution is very large and complicated, the Reduced VNS (RVNS, see Hansen et al. [15], [18]) was used, the variant obtained from the basic VNS by omitting the Local search step.

### 2.1. Solution Representation and Objective Function Calculation

During the 2DHet-VBPP solution process, a sequence of states (feasible solutions) is considered. Let $n$ denote the number of items. If $\mathcal{S}$ is a state, then let $n\text{Bin}(\mathcal{S})$ denote the number of bins corresponding to $\mathcal{S}$, and let $n^*$ denote some upper bound on the number of items that can be placed into one bin. The state $\mathcal{S}$ is uniquely represented by a pair $(S, a)$, where

- $S$ is an integer $n \times n^*$ matrix. The row $j$ of $S$ corresponds to bin $j$. If $i > 0$, then $S[j,k] = i$ means that the item $i$ is the $k$-th item in the bin $j$; otherwise the number of items in the bin $j$ is less than $k$, where $j, i \in [n], k \in [n^*]$.
- $a$ is an array of length $n$. If $a[k] > 0$, then $a[k]$ is the type of the $k$-th bin, otherwise $n\text{Bin}(\mathcal{S}) < k$.

Assuming that the weight and volume of each item is less than the corresponding limit of bin, we have $n\text{Bin}(\mathcal{S}) \leq n$. A somewhat better upper bound $n^*$ is expressed by

$$\max_{S \in \mathcal{S}} \min \left\{ \max_{1 \leq k \leq n} \sum_{j=1}^{k} m'_j \leq Lm_i, \max_{1 \leq k \leq n} \sum_{j=1}^{k} V'_j \leq LV_i \right\},$$

where $m'_1 \leq m'_2 \leq \ldots \leq m'_n$ is the sorted permutation of $(m_1, \ldots, m_n)$ and $V'_1 \leq V'_2 \leq \ldots \leq V'_n$ is the sorted permutation of $(V_1, \ldots, V_n)$. Namely, for each bin type $t$ we consider the minimum of the two numbers (in the parenthesis) - the maximum number of items that can be placed in the bin of type $t$ respecting the limit in weight and the limit in volume. The largest of these minimum values over the set of all bin types is $n^*$, the maximal number of items that can be placed in bin of each type.

Let $n\text{Bin}(S,a) = n\text{Bin}(\mathcal{S})$, where $\mathcal{S}$ is the state corresponding to $(S,a)$. From the definition, it follows that the $i$-th row of $S$ is all-zero if $i > n\text{Bin}(S,a)$. The objective function value corresponding to $(S,a)$ is indicated by

$$C = f(S,a) = \sum_{j=1}^{n\text{Bin}(S,a)} C[a(j)].$$

### Example 1

Consider the instance with $n = 10$ items and with $n^* = 3$ bin types specified by Tables 1 and 2. We can suppose that volumes are measured in $m^3$, that weights are measured in tons, and that the price of using a bin is in euros.

<table>
<thead>
<tr>
<th>Example 2DHet-VBPP instance: items</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i$</td>
</tr>
<tr>
<td>$m_i(t)$</td>
</tr>
<tr>
<td>$V_i(m^3)$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Example 2DHet-VBPP instance: bins</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i$</td>
</tr>
<tr>
<td>$Lm_i(t)$</td>
</tr>
<tr>
<td>$LV_i(m^3)$</td>
</tr>
<tr>
<td>$C_i$ (EUR)</td>
</tr>
</tbody>
</table>

From (4) it follows that the matrix $S$ corresponding to any feasible solution has at most $n^* = 5$ columns. The optimal solution $(S_{opt}, a_{opt})$, obtained by CPLEX, uses $n\text{Bin}(S_{opt}, a_{opt}) = 3$ bins, and it is presented by
\[ S_{opt} = \begin{bmatrix} 1 & 9 & 10 & 0 & 0 \\ 2 & 3 & 5 & 6 & 0 \\ 4 & 7 & 8 & 0 & 0 \end{bmatrix}, \quad a_{opt} = [1,2,2]. \]

The first bin is of type 1, and the remaining two are of type 2. The optimal solution puts, for example, the three items with the indices 1, 9 and 10 into the first bin. Their vectors \((m_i, V_i)\) are \((13,1),(7,17)\) and \((4,1)\), respectively. The sum of these three vectors is \((24,19)\), which is lexicographically less than the capacity \((Lm_j, LV_j) = (25,8,30)\). The four items 2, 3, 5, 6 are placed in bin 2, and the three remaining items 4, 7, 8 are placed in the bin 3. The objective function value for the optimal solution is hence\( C_{opt} = f(S_{opt}, a_{opt}) = 1594 + 2 \cdot 2470 = 6534 \) EUR.

### 2.2. Generating the Initial Solution

The initial solution is generated using the simple greedy algorithm, similar to decreasing-first-fit heuristic for the 1D bin packing problem. The type of all bins in the initial solution is set to 1. The pairs \((m_i, V_i)\) are sorted lexicographically in a decreasing order. Following this order, each item is placed into the first (from the beginning) bin in which it fits. If it is not possible to place the current item into any of the already used bins, then it is placed in a new, empty bin.

**Example 2.** Consider the instance from Example 1. The indices of the lexicographically sorted list of items are \((1,8,4,5,9,3,2,7,6,10)\). The order in which items are placed into 5 bins by the first-fit rule is shown in Table 3.

<table>
<thead>
<tr>
<th>(i)</th>
<th>1</th>
<th>8</th>
<th>4</th>
<th>5</th>
<th>9</th>
<th>3</th>
<th>2</th>
<th>7</th>
<th>6</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>(m_i)</td>
<td>13</td>
<td>10</td>
<td>9</td>
<td>9</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>(V_i)</td>
<td>1</td>
<td>24</td>
<td>9</td>
<td>3</td>
<td>17</td>
<td>23</td>
<td>8</td>
<td>24</td>
<td>21</td>
<td>1</td>
</tr>
</tbody>
</table>

The fourth row indicates the chosen bin index, and the corresponding entries in the next two rows show the sums of the first and the second coordinates of items placed into this bin until this step. Hence, the components of the initial solution \((S_{init}, a_{init})\) are:

\[ S_{init} = \begin{bmatrix} 1 & 8 & 0 \\ 4 & 5 & 9 \\ 3 & 10 & 0 \\ 2 & 6 & 0 \\ 7 & 0 & 0 \end{bmatrix}, \quad a_{init} = [1,1,1,1,1]. \]

The objective function value \(C_{init}\) corresponding to the initial solution \((S_{init}, a_{init})\) is \(C_{init} = f(S_{init}, a_{init}) = 5 \cdot 1594 = 7970 \) EUR, which is 1436 EUR more than the corresponding optimal value shown in Example 1.

### 2.3. The RVNS Algorithm

What follows is the list of certain terms and their designations, as well as a description of a number of simple procedures.

- Let \( \text{random}(a,b) \) denotes randomly generated integer value from the interval \([a,b]\).
- Let \( \text{nBin}(S) \) denotes the number of bins in the solution corresponding to the matrix \( S \).
- Let \( \text{nItem}(S,j) \) denotes the number of items in the bin \( j \), which is the part of the solution corresponding to the matrix \( S \).
- Let \( \text{load}(S,j) = \sum_{i=1}^{n} p_{ij} \) \((m_i, V_i)\) denotes the total load of the bin \( j \), which is the part of the solution corresponding to the matrix \( S \).
- Let \( f(S,a) \) denotes the value of the objective function.
- Let \( \text{nFBin}(S,a) \) denotes the the number of full bins, i.e. the number of bins \( j \), such that \( \text{load}(S,j) = (Lm_j, LV_j) \).
- Let \( \text{Swap}(S,j_1,i_1,j_2,i_2) \) denotes the procedure (see Algorithm 2)

**If** \( j_1, j_2 \) **> 0**, then

**If** \( i_1 \) **= 0 and** \( i_2 \) **= 0**, then swap (if possible) the item \( i_1 \) from the bin \( j_1 \) and the item \( i_2 \) from the bin \( j_2 \);

**If** \( i_1 = 0 \) **and** \( i_2 > 0 \), then transfer (if possible) the item \( i_1 \) from the bin \( j_1 \) into the bin \( j_2 \);

**If** \( i_2 = 0 \) **and** \( i_1 > 0 \), then transfer (if possible) the item \( i_1 \) from the bin \( j_1 \) into the bin \( j_2 \);

**If** \( i_1 = i_2 = 0 \), then do nothing;
Algorithm 2 The proposed RVNS algorithm

\begin{algorithm}
\caption{RVNS(Problem Data, \(r_{\text{max}}, t_{\text{max}}\))}
\begin{algorithmic}
\Procedure{RVNS}{Problem Data, \(r_{\text{max}}, t_{\text{max}}\)}
\State Generate initial solution \((S, a)\);
\Repeat
\State \(r \leftarrow 1\);
\While {\(r \leq r_{\text{max}}\)}
\State \((S', a') \leftarrow (S, a)\); \hspace{1cm} //Shaking phase
\For {\(k \leftarrow 1; k \leq r; k++\)}
\State //randomly change type of randomly chosen bin
\State \((j, t) \leftarrow (\text{random}(1, n\text{Bin}(S')), \text{random}(1, n\text{t}))\);
\State \If {\(\text{load}(S', j) \leq \text{capacity}(t)\)} \(a'(j) \leftarrow t\); \hspace{1cm} // swap two randomly chosen items from two randomly chosen bins
\State \((j_1, j_2) \leftarrow (\text{random}(0, n\text{Bin}(S')), \text{random}(0, n\text{Bin}(S')));\)
\State \((i_1, i_2) \leftarrow (\text{random}(0, n\text{Item}(S', j_1)), \text{random}(0, n\text{Item}(S', j_2)));\)
\State \(S' \leftarrow \text{Swap}(S', j_1, i_1, j_2, i_2);\)
\EndIf
\EndFor
\If {\((S', a)\) is not changed}
\State \(r \leftarrow r + 1;\)
\EndIf
\State \((S'', a'') \leftarrow \text{sorted}(S', a');\) \hspace{1cm} //Improvement
\For {\(\text{iter} \leftarrow 1; \text{iter} \leq n\text{iter}; \text{iter}++\)}
\For {\(j \leftarrow 1; j \leq n\text{Bin}(S''); j++\)}
\For {\(i \leftarrow n\text{Item}(S'', j); i \geq 1; i--\)}
\For {\(k \leftarrow n\text{Bin}(S''); k \geq 1; k--\)}
\If {\(\text{TransferOrSwap}(S'', j, i, k)\)} break;
\EndIf
\EndFor
\EndFor
\EndFor
\If {\(\text{EmptyBin}(S'', j)\)}
\State \((S'', a'') \leftarrow \text{sorted}(S'', a'');\)
\EndIf
\State \((S'', a'') \leftarrow \text{ImproveByType}(S'', a'');\)
\EndIf
\State \(f(S'', a'') < f(S, a)\) \hspace{1cm} //Move or Not
\State \((S, a) \leftarrow (S'', a'');\)
\State \(r \leftarrow 1;\)
\Else
\State \(f(S'', a'') = f(S, a) \text{ and } n\text{FBin}(S'') \geq n\text{FBin}(S));\)
\State \((S, a) \leftarrow \text{sorted}(S'', a'');\)
\State \(r \leftarrow r + 1;\)
\EndIf
\Until {\(\text{SessionTime} \geq t_{\text{max}}\)}
\EndProcedure
\end{algorithmic}
\end{algorithm}
If $j_1 = 0$, $j_2 > 0$, and $i_2 > 0$, then increment $nBin(S)$, and transfer the item $i_2$ from the bin $j_2$ into the new empty bin;
If $j_1 = 0$, $j_2 > 0$, and $i_1 > 0$, then increment $nBin(S)$, and transfer the item $i_1$ from the bin $j_1$ into the new empty bin;
If $j_1 = j_2 = 0$, then do nothing.
- Let $EmptyAMAP(S, j)$ denotes the transfer (as much as possible) of items from the $j$th bin, $j \in [nBin(S)]$, into all other bins $i \in [nBin(S)] \setminus \{j\}$ starting from the last one. After $EmptyAMAP(S, j)$ is applied, the bin $j$ might be emptied.
- Let $sorted(S, a)$ denotes the procedure which sorts the items in each bin of the solution in increasing order according to their volume, as well as the set of bins according to the total volume of their load.
- Let $TransferOrSwap(S, j, i, k)$ denotes the procedure that
  - if the item $i$ from the bin $j$ fits into bin $k$, then move it from the bin $j$ into bin $k$;
  - otherwise, for all the items $l, l \in [nItem(S, k)]$ in the bin $k$, try to swap the item $i$ from the bin $j$ and the item $l$ from the bin $k$ until the first such swap occurs; in that case it return $True$; otherwise, return $False$. More precisely, in order to empty (if possible) the considered bin, it is allowed to replace an item only by the one with a smaller volume. As in the shaking phase, this move is also performed if the bin can be partially emptied.

For the specification of the proposed RVNS algorithm, see Algorithm 2. The unsuccessful shakings counter $r$ is initialized to 1. The body of the main loop is repeated until the counter $r$ reaches the limit $t_{max}$. The counter is incremented if the execution of the body leads to no improvement; otherwise, $r$ is reset to 1. Passing the $r$ loop is repeated while the limit of the session time $t_{max}$ is reached. The body of the main loop consists of:
- the Shaking phase
- the Improvement step
- the Move or Not step

The Shaking phase of our RVNS algorithm starts from feasible solution $(S', a')$ obtained as a copy of the current best solution $(S, a)$. The Shaking phase consists of the following moves, as described in Algorithm 2.

1. Repeat $r$ times the following two steps
   a. Change the type of one randomly selected bin $j \in [nBin(S')]$ to randomly selected type $t$, if possible, i.e. if $load(S', j) \leq (Lm, LV)$ (in other words, set $a[j] \leftarrow t$); otherwise do nothing.
   b. Choose a random pair of different bins $j_1, j_2 \in \{0\} \cup [nBin(S')]$ (independently, from the uniform distributions). Choose a random pair of items $i_1 \in \{0\} \cup [nItem(S', j_1)]$ and $i_2 \in \{0\} \cup [nItem(S', j_2)]$ (independently, from the uniform distributions). Perform the procedure $Swap(S', j_1, i_1, j_2, i_2)$ in order to change the solution $(S', a')$ (the probability to choose $i_1 = 0$, for example, equals to $1/(nItem(S', j_1)+1)$).

2. Execute the procedure $EmptyAMAP(S', j)$ $r$ times, for $r$ randomly chosen bins $j$.

In case the solution $(S', a')$ is not changed after the Shaking phase, the Shaking phase is repeated, with $r$ incremented. Otherwise, the Improvement step follows.

The Improvement step is the replacement for the Local search phase in VNS algorithm. This step is a reduced version of the local search, because the complete local search here is too complex. One can alternatively consider the Improvement step as the final part of the shaking phase. The sorted copy $sorted(S', a')$ of $(S', a')$ is saved as $(S'', a'')$. Starting from the first bin (the least loaded one) in $(S'', a'')$, $niter$ iterations of the triple for loop by $j, i$ and $k$ with the body $TransferOrSwap(S'', j, i, k)$ are performed in order to reduce the number of bins by moving the items, the largest first, to the more loaded bins. In this process, completely full bins are skipped. After exiting the $j$ loop, it is checked if the bin $j$ is empty (it is possible that the bin $j$ is not empty); if it is empty, then $(S'', a'')$ is replaced by $sorted(S'', a'')$.

After the Improvement step, all the bins are checked, and if possible, replaced by a smaller cost bin type ($ImproveByType(S'', a'')$ step), after which the Move or Not step follows:
- If $f(S'', a'') < f(S, a)$, then $(S, a)$ is replaced by $(S'', a'')$, and the counter $r$ is reset;
- Otherwise, if $f(S'', a'') = f(S, a)$ and $nFBin(S'', a'') > nFBin(S, a)$, then $(S, a)$ is replaced by $(S'', a'')$, and the counter $r$ is incremented. This small
modification of the classic Move or Not phase in VNS method performs better, as it enables a diversification of the search, by starting from the different solution even if it has the same objective function value.

- otherwise, \( r \) is incremented.

When the time limit \( t_{\text{max}} \) is reached, our RVNS algorithm stops, returning the best solution found. It is a straightforward task to generalize this algorithm to the case of arbitrary dimension.

2.4. The Adaptation of the Proposed RVNS Methods for Hom-VBPP

Regarding the fact that numerous papers have been published studying the 2DHom-VBPP, the RVNS algorithm is also adapted to solve the 2DHom-VBPP. In fact, the 2DHom-VBPP is a special case of the 2DHet-VBPP, where all the bins are of the same type, i.e. \( n_t = 1 \). Hence, in the shaking step the first move (changing the type of a randomly selected bin) is skipped. As the objective function value is proportional to the number of used bins, it can be replaced by the number of bins used, see (1):

\[
C' = \sum_{j=1}^{Ln} k_{ji}.
\]

There is a simple lower bound for this objective function considered by Gabay and Zaourar [10]:

\[
l' = \max \left\{ \frac{\sum m_i}{L m}, \left| \frac{\sum V_i}{L V} \right| \right\}.
\]

If \( C' = l' \), then the objective function value \( C' \) is optimal. Following [10], we used this fact in some cases to prove the optimality of the objective function value.

3. The Experimental Results

The newly generated 2DHet-VBPP instances and the 2CBP set of 2DHom-VBPP benchmark instances provided by Caprara and Toth [8] are used to evaluate the RVNS algorithm. The proposed RVNS algorithm is implemented in C programming language. All experimental results were obtained using Intel Xeon CPU E5-2620 v3, 2.40 GHz with 32GB RAM memory, under Linux operating system. CPLEX 12.6.2 solver was used to solve some smaller instances. Before proceeding to the evaluation, we performed tests in order to adequately choose the value of the parameters \( n_{\text{iter}} \) and \( r_{\text{max}} \).

3.1. 2DHet-VBPP Instances

The ensuing part of the paper describes the benchmark 2DHet-VBPP used to evaluate the RVNS algorithm.

In fact, to the best of our knowledge, there are no other published benchmark instances for the 2DHet-VBPP. Instead, the methods used to generate instances are described.

- Han et al. [13] used a data set of 550 instances. They involved 4 types of bins with different costs: 10, 8, 7, and 6 $, while the considered numbers of items were: 30, 40, 50, 75, and 100. The average item sizes of instances were 5%, 10% or 20% of the corresponding bin capacity. The update rate of item’s size (an item can slightly increase its size) were chosen to be 1%, 2%, 3%, 4% or 5%. Out of 75 different combinations, the authors selected 55, and generated 10 instances for each combination, creating the data set of 550 instances. The first and the second item dimensions were generated following the uniform distribution, and the exponential distribution, respectively.

- Gabay and Zaourar [10] generated the total of 4500 instances, the 100 instances in each combination of:
  - the 5 classes with different input data (Random uniform, Random uniform with rare resources, Correlated capacities, Correlated capacities and requirements and Similar items and bins);
  - the number of bins (10, 30 or 100);
  - the number of dimensions (2, 5 or 10).

The values for both dimensions of items were generated following a uniform distribution with limits depending on the class of data. The 2DHet-VBPP problem on these instances was treated as a decision problem - whether the items could be placed in the given bins set, or not.

- The two data sets, the set of 6 small and the 7 large instances were considered by Stakić et al. [35], and the set of large instances was extended
with 3 more instances by the same first author [34]. The data related to the items were uniformly generated at random within the specific range, while the data related to bins were real-life values corresponding to the properties of the containers that were involved, see Table 2.

- The 10 large instances were considered in [34].

What follows is a description of our newly generated 2DHet-VBPP instances. The bin types were fixed — they corresponded to three container types: 20' container, 40' container and 40' higher container, and their costs were the prices of transport from Shanghai to Belgrade by Rajković et al. [29], see Table 2. The same type of bins were used in [34] and [35]. Six small instances with 10, 11, 12, 13, 15 and 20 items, as well as 50 randomly generated large instances were considered. Weights and volumes of items were randomly uniformly chosen integer values from [1, 15] tons and [1, 25] m3, respectively. The set of large instances had 5 instances with each of the following numbers of items: 50, 70, 100, 120, 150, 200, 350, 500, 750 and 1000.1 We assumed that the number of available bins for each type was infinite, i.e. it was equal to the number of items.

### 3.2. Choosing the Parameter Values

Our RVNS algorithm depends on the following three parameters:

- \( r_{\text{max}} \) - the upper bound on the number of shaking steps without any improvement,
- \( n_{\text{iter}} \) - the number of iterations in improvement phase,
- \( t_{\text{max}} \) - the maximal running time.

The parameter values are experimentally determined for \( r_{\text{max}} \) and \( n_{\text{iter}} \). For the parameter tuning tests, we selected a subset of 10 generated large instances that included one instance for each considered number of items.

First, different values for \( r_{\text{max}} \) are considered. Let \( \lfloor x \rfloor \) denote \( x \) rounded down to the nearest integer. We decided to try with linear functions \( r_{\text{max}} = \lfloor 0.05kn \rfloor \), \( 1 \leq k \leq 10 \). In our preliminary tests, formula \( r_{\text{max}} = \lfloor 0.25n \rfloor \) showed the best performance, so we decided to use this formula and test the 10 values for parameter \( n_{\text{iter}} \in \{1, \ldots, 10\} \). For each such value, the RVNS algorithm was run 10 times on each instance, with the running time limit of 20 s. The parameter tuning tests for \( n_{\text{iter}} \) are shown in Table 4, where

<table>
<thead>
<tr>
<th>( n_{\text{iter}} )</th>
<th>50</th>
<th>70</th>
<th>100</th>
<th>120</th>
<th>150</th>
<th>200</th>
<th>350</th>
<th>500</th>
<th>750</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>31517</td>
<td>47094</td>
<td>64291</td>
<td>65906</td>
<td>86423</td>
<td>120226</td>
<td>209626</td>
<td>296247</td>
<td>445669</td>
<td>596963</td>
</tr>
<tr>
<td>2</td>
<td>31517</td>
<td>47094</td>
<td>64291</td>
<td>65906</td>
<td>85586</td>
<td>119402</td>
<td>207966</td>
<td>294560</td>
<td>443719</td>
<td>595395</td>
</tr>
<tr>
<td>3</td>
<td>31517</td>
<td>47094</td>
<td>64291</td>
<td>65906</td>
<td>85586</td>
<td>119389</td>
<td>208803</td>
<td>294560</td>
<td>442151</td>
<td>594545</td>
</tr>
<tr>
<td>4</td>
<td>31517</td>
<td>47094</td>
<td>63454</td>
<td>65906</td>
<td>85586</td>
<td>119389</td>
<td>207248</td>
<td>293723</td>
<td>440477</td>
<td>593721</td>
</tr>
<tr>
<td>5</td>
<td>31517</td>
<td>47094</td>
<td>63454</td>
<td>65906</td>
<td>85586</td>
<td>119389</td>
<td>207248</td>
<td>293723</td>
<td>440477</td>
<td>593708</td>
</tr>
<tr>
<td>6</td>
<td>31517</td>
<td>46257</td>
<td>63454</td>
<td>65906</td>
<td>85586</td>
<td>119389</td>
<td>207248</td>
<td>292886</td>
<td>440477</td>
<td>592871</td>
</tr>
<tr>
<td>7</td>
<td>31517</td>
<td>47094</td>
<td>63454</td>
<td>65906</td>
<td>85586</td>
<td>119389</td>
<td>207248</td>
<td>292886</td>
<td>440477</td>
<td>592871</td>
</tr>
<tr>
<td>8</td>
<td>31517</td>
<td>47094</td>
<td>63454</td>
<td>65906</td>
<td>85586</td>
<td>119389</td>
<td>207248</td>
<td>292886</td>
<td>440477</td>
<td>592871</td>
</tr>
<tr>
<td>9</td>
<td>31517</td>
<td>47094</td>
<td>63454</td>
<td>65906</td>
<td>85586</td>
<td>119389</td>
<td>207248</td>
<td>292886</td>
<td>440477</td>
<td>592871</td>
</tr>
<tr>
<td>10</td>
<td>31517</td>
<td>47094</td>
<td>63454</td>
<td>65906</td>
<td>85586</td>
<td>119389</td>
<td>207248</td>
<td>292886</td>
<td>440477</td>
<td>592871</td>
</tr>
</tbody>
</table>

Table 4

Parameter tuning tests for \( n_{\text{iter}} \)

1 for the set of instances see https://doi.org/10.5281/zenodo.5319708
the best objective function value is bolded for each instance. As it can be seen from Table 4, the value for parameter \( n_{iter} = 6 \) provided the best solutions on all 10 tested instances.

Using this value \( n_{iter} = 6 \) we tested the described formulae for \( r_{\text{max}} \) on the same set of instances and with the same time limit. The results are shown in Table 5. Having in mind that the expression \( r_{\text{max}} = \lfloor 0.25n \rfloor \) offers the largest number of best solutions on this set of instances, we have confirmed and fixed \( r_{\text{max}} = \lfloor 0.25n \rfloor \) as the parameter value in the RVNS algorithm.

When it comes to the parameter \( t_{\text{max}} \), the maximal running time, we used standard values 1 s, 10 s, 60 s, 360 s and 1440 s, which provide a fair comparison with the results from literature.

### 3.3. 2DHet-VBPP

In order to compare different approaches to the 2DHet-VBPP, we treated the 6 small and the 50 large instances (see section 3.1)
- by the exact solver CPLEX v. 12.6.2. applied to the 2DHet-VBPP PILP model (see Section 1), with the time limit set to 1800 s,
- by the RVNS algorithm, and
- by a slightly modified version of the U-GRASP algorithm (Greedy Randomized Adaptive Search Procedure, see Stakić et al. [34]).

The time limit to the RVNS and U-GRASP was set to 1 s for small instances, and to 60 s for large instances. Both these algorithms were repeated 30 times for each instance, and the best obtained result was registered. In order to estimate the stability of these two algorithms, for each instance the average percentage gap

\[
\frac{1}{30} \sum_{i=1}^{30} C_i - \min_{1 \leq i \leq 30} C_i - \min_{1 \leq i \leq 30} C_i \times 100\%
\]

of the solutions \( C_1, C_2, \ldots, C_{30} \) obtained in 30 runs was also registered.

Table 6 shows the optimal solutions and the corresponding CPLEX running times for small instances with \( n \leq 20 \); the instances are identified by the corresponding number \( n \) of items. Our RVNS and U-GRASP implementations reached all these optimal solutions in much shorter time in all the 30 runs for each instance.

---

### Table 5

<table>
<thead>
<tr>
<th>( r_{\text{max}} )</th>
<th>( n )</th>
<th>50</th>
<th>70</th>
<th>100</th>
<th>120</th>
<th>150</th>
<th>200</th>
<th>350</th>
<th>500</th>
<th>750</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0.05n]</td>
<td></td>
<td>32354</td>
<td>49371</td>
<td>64291</td>
<td>66743</td>
<td>86423</td>
<td>121063</td>
<td>209640</td>
<td>295397</td>
<td>442151</td>
<td>596219</td>
</tr>
<tr>
<td>[0.10n]</td>
<td></td>
<td>3152</td>
<td>47094</td>
<td>63454</td>
<td>65906</td>
<td>86423</td>
<td>120226</td>
<td>208803</td>
<td>292886</td>
<td>441314</td>
<td>593708</td>
</tr>
<tr>
<td>[0.15n]</td>
<td></td>
<td>3152</td>
<td>47094</td>
<td>63454</td>
<td>65906</td>
<td>86423</td>
<td>120226</td>
<td>208803</td>
<td>293723</td>
<td>441314</td>
<td>593708</td>
</tr>
<tr>
<td>[0.20n]</td>
<td></td>
<td>3152</td>
<td>47094</td>
<td>63454</td>
<td>65906</td>
<td>85586</td>
<td>119389</td>
<td>207248</td>
<td>293723</td>
<td>440477</td>
<td>593708</td>
</tr>
<tr>
<td>[0.25n]</td>
<td></td>
<td>3152</td>
<td>46257</td>
<td>63454</td>
<td>65906</td>
<td>85586</td>
<td>119389</td>
<td>207248</td>
<td>292886</td>
<td>440477</td>
<td>592871</td>
</tr>
<tr>
<td>[0.30n]</td>
<td></td>
<td>3152</td>
<td>47094</td>
<td>63454</td>
<td>65906</td>
<td>85586</td>
<td>119389</td>
<td>207248</td>
<td>293723</td>
<td>440477</td>
<td>592871</td>
</tr>
<tr>
<td>[0.35n]</td>
<td></td>
<td>3152</td>
<td>47094</td>
<td>63454</td>
<td>65906</td>
<td>85586</td>
<td>119389</td>
<td>207248</td>
<td>293723</td>
<td>440477</td>
<td>592871</td>
</tr>
<tr>
<td>[0.40n]</td>
<td></td>
<td>3152</td>
<td>47107</td>
<td>63454</td>
<td>65906</td>
<td>85586</td>
<td>119389</td>
<td>207979</td>
<td>292886</td>
<td>440477</td>
<td>592871</td>
</tr>
<tr>
<td>[0.45n]</td>
<td></td>
<td>3152</td>
<td>47094</td>
<td>63454</td>
<td>65906</td>
<td>85586</td>
<td>119389</td>
<td>208803</td>
<td>293723</td>
<td>440477</td>
<td>593708</td>
</tr>
<tr>
<td>[0.50n]</td>
<td></td>
<td>3152</td>
<td>47094</td>
<td>63454</td>
<td>65906</td>
<td>85586</td>
<td>119389</td>
<td>207966</td>
<td>293723</td>
<td>440477</td>
<td>592871</td>
</tr>
</tbody>
</table>
Table 6
Results on small instances

<table>
<thead>
<tr>
<th>Instance ($n$)</th>
<th>opt. sol.</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>6534</td>
<td>0.10</td>
</tr>
<tr>
<td>11</td>
<td>7252</td>
<td>0.06</td>
</tr>
<tr>
<td>12</td>
<td>8846</td>
<td>0.06</td>
</tr>
<tr>
<td>13</td>
<td>9722</td>
<td>0.15</td>
</tr>
<tr>
<td>15</td>
<td>12047</td>
<td>0.35</td>
</tr>
<tr>
<td>20</td>
<td>13786</td>
<td>6.15</td>
</tr>
</tbody>
</table>

Table 7 shows the results obtained for large instances with $n \geq 50$. The $i$th instance with $n$ items is denoted by $n_i$, $1 \leq i \leq 5$. For each instance, the CPLEX solution (with the time limit set to 1800s) and the corresponding lower bound were obtained. The CPLEX solution was improved by using the same initial solution as for the RVNS, see section 2.2. Furthermore, for - RVNS with the time limit set to 1s, - RVNS with the time limit set to 60s, and - U-GRASP with the time limit set to 60s, the best of 30 solutions and the corresponding gap are listed. It is worth mentioning that with 30 consecutive runs the total RVNS running time was 30 s and 1800s for each instance, respectively. The best objective function value among the obtained solutions is shown in bold.

Table 7
Comparison of results on large instances

<table>
<thead>
<tr>
<th>Instance</th>
<th>CPLEX 1800s</th>
<th>RVNS 1s</th>
<th>RVNS 60s</th>
<th>U-GRASP 60s</th>
</tr>
</thead>
<tbody>
<tr>
<td>n_i</td>
<td>best</td>
<td>LB</td>
<td>best</td>
<td>gap(%)</td>
</tr>
<tr>
<td>50..1</td>
<td>31530</td>
<td>30398.95</td>
<td>31517</td>
<td>1.7</td>
</tr>
<tr>
<td>50..2</td>
<td>31491</td>
<td>29368.89</td>
<td>30615</td>
<td>0.3</td>
</tr>
<tr>
<td>50..3</td>
<td>32577</td>
<td>30721.37</td>
<td>31009</td>
<td>5.03</td>
</tr>
<tr>
<td>50..4</td>
<td>27624</td>
<td>26393.31</td>
<td>26761</td>
<td>2.5</td>
</tr>
<tr>
<td>50..5</td>
<td>28500</td>
<td>27382.4</td>
<td>28500</td>
<td>0</td>
</tr>
<tr>
<td>70..1</td>
<td>47996</td>
<td>45349.16</td>
<td>47107</td>
<td>1.9</td>
</tr>
<tr>
<td>70..2</td>
<td>44624</td>
<td>42550</td>
<td>43461</td>
<td>2.36</td>
</tr>
<tr>
<td>70..3</td>
<td>43564</td>
<td>41353.78</td>
<td>42675</td>
<td>1.57</td>
</tr>
<tr>
<td>70..4</td>
<td>43577</td>
<td>40751.86</td>
<td>41957</td>
<td>1.49</td>
</tr>
<tr>
<td>70..5</td>
<td>43932</td>
<td>41871.11</td>
<td>43030</td>
<td>1.05</td>
</tr>
<tr>
<td>100..1</td>
<td>65048</td>
<td>62834.24</td>
<td>64291</td>
<td>0.83</td>
</tr>
<tr>
<td>100..2</td>
<td>61453</td>
<td>58350.92</td>
<td>58996</td>
<td>1.61</td>
</tr>
<tr>
<td>100..3</td>
<td>58812</td>
<td>55537.24</td>
<td>56329</td>
<td>1.75</td>
</tr>
<tr>
<td>100..4</td>
<td>64654</td>
<td>61209.88</td>
<td>62184</td>
<td>2.16</td>
</tr>
<tr>
<td>100..5</td>
<td>64444</td>
<td>60751.35</td>
<td>62666</td>
<td>0.97</td>
</tr>
<tr>
<td>120..1</td>
<td>69252</td>
<td>65301.77</td>
<td>65906</td>
<td>1.66</td>
</tr>
<tr>
<td>120..2</td>
<td>79355</td>
<td>74939.4</td>
<td>76859</td>
<td>1.27</td>
</tr>
<tr>
<td>120..3</td>
<td>76206</td>
<td>72707.13</td>
<td>74560</td>
<td>0.94</td>
</tr>
<tr>
<td>120..4</td>
<td>72269</td>
<td>69002.17</td>
<td>69799</td>
<td>2.15</td>
</tr>
<tr>
<td>120..5</td>
<td>73526</td>
<td>70048.06</td>
<td>71043</td>
<td>1.66</td>
</tr>
<tr>
<td>150..1</td>
<td>88958</td>
<td>84667.92</td>
<td>86423</td>
<td>0.81</td>
</tr>
</tbody>
</table>
As expected, the CPLEX algorithm could not find the exact solutions within the time constraint. Table 7 shows that for all these instances the RVNS algorithm with the time limit of 60 s reached the best solutions. The average percentage gap was less than 1% and 0.5%, when the time limit was 1s and 60 s, respectively, for most of the instances. The U-GRASP algorithm with the time limit of 60 s provided stable, but lower quality solutions for all these instances. In an additional experiment, we tried to solve these large instances using the CPLEX solver, taking as the initial solution the best RVNS solution. With the
running time extended to 1 h and using all 8 cores, not even one solution was improved. However, CPLEX proved that the obtained RVNS solution for the instance 50_5 was optimal.

Having in mind the small difference between the lower bound and objective function value of RVNS solutions, an additional effort was made to prove the optimality of some solutions from Table 7. Taking into account the costs of using the considered three types of bins (1594, 2470, 2483), the total cost function can be expressed as: \( C = 1594a + 2470b + 2483c \), where \( a, b \) and \( c \) denote the number of bins for each of the three types.

Let \( LB \) denotes the lower bound of the objective function value obtained by the CPLEX and \( RVNS \) denotes the objective function value of the best RVNS solution. For each instance, we generated the set of triples \((a, b, c)\) that satisfied the relation \( LB \leq C \leq RVNS \) with the additional constraint ensuring that the total capacity of bins from \((a, b, c)\) was enough for packing all items of the considered instance in terms of weight and volume, i.e. \( \sum m_i \leq 25.8a + 24.5b + 24.5c \) and \( \sum V_j \leq 30a + 60b + 70c \). If there was exactly one triple \((a, b, c)\) that fulfilled these conditions, the corresponding value \( C = RVNS \) would be the objective function value of the optimal solution. Using this method, the optimality of the solutions for the following instances was proved: 50_3, 50_4, 100_1, 100_2, 120_1 and 350_1, which resulted in 7 optimal solutions, including the instance 50_5, provided by our RVNS.

With an additional extension of the CPLEX running time from 1 h to 5 h and using all 8 cores, there were no changes in LB or obtained CPLEX solutions for all instances, except with 1000 items, where the LB values were improved to 591583.60 for 1000_1, 581894.37 for 1000_2, 597452.82 for 1000_3, 594256.58 for 1000_4 and 597665.20 in the case of the instance 1000_5. These lower bounds are very close to the objective function value of our RVNS solutions.

As the CPLEX couldn’t prove the optimality or obtain better solutions in comparison to our RVNS, we extended significantly the running time for RVNS to 360 s for each run, total 3 h for 30 consecutive runs. We obtained better solution for the following 4 instances: 100_5 (61124), 500_4 (309378), 750_3 (444225) and 750_5 (449020). An additional extension of running time per each RVNS run from 360 s to 1440 s leads to the improvement of the solution for the instance 1000_3 (597692). Finally, for these 5 instances, we ran the CPLEX again, starting with these new best found solutions. However, for 5 h of running time and using all 8 cores, these solutions and the corresponding lower bounds were not improved. The optimality of the obtained solutions was not proved for those 5 instances.

### 3.4. 2DHom-VBPP

There are several published sets of benchmark instances for 2DHom-VBPP. We used the data set 2CBP of 400 instances, see Caprara and Toth [8]. These instances are divided in classes (the first three classes were introduced by Spieksma [33]); each class consists of 4 groups of 10 instances with the same number of items. For example, in classes denoted by 1, 2, ..., 9, these 4 groups include instances with 25, 50, 100, and 200 items, respectively. The exception is the last class, denoted by 10, which has 4 groups of instances, with 24, 51, 99 and 201 items, respectively. An instance is solved if its optimal solution is found, i.e. if the solution is equal to the corresponding lower bound (6) (see Caprara and Toth [8]). The benchmark authors solved 212 instances. In the work of Brandao and Pedroso [6] the 330 instances were solved\(^2\). Out of the 70 unsolved instances, the 52 instances were solved by Gabay and Zaourar [10]. Having in mind the total number of solved instances from the set 2CBP, the best results were achieved by Heßler et al. [19] where 370 of 400 instances were solved; the unsolved 30 instances include 200 items and belong to classes: 1, 4, 5, 9, and 10. On the other hand, Pessoa et al. [27] solved 35 of 40 instances from this set, considering only the first four classes: 1, 4, 5 and 9. In the work of Aringhieri et al. [2] and Türky et al. [36], authors treated all 200 instances from the following 5 classes: 1, 6, 7, 9, and 10, solving 133 and 119 instances, respectively.

With the four different time limits 1 s, 10 s, 60 s and 360 s for a single RVNS run, we tested our adapted RVNS algorithm (Section 2) by running it 30 times for each 2CBP instance. Let \( o(i, j) \) denote the number of solved instances in the group \( j \) of the class \( i \), if the time limit for a single RVNS run was set to 360 s, \((i, j) \in [10] \times [4]\). Under the four different time constraints, the total number \( \sum_{i=1}^{10} \sum_{j=1}^{4} o(i, j) \) of in-

\(^2\) [https://research.fdabrandao.pt/research/vpsolver/results/2cbp.html#2cbp](https://research.fdabrandao.pt/research/vpsolver/results/2cbp.html#2cbp)
The main contribution of this research is finding of 59 and 7 new optimal solutions among the 70 instances from the data set 2CBP, which were not solved in [6] and [10], respectively. Considering the entire set 2CBP of 400 instances, our RVNS solved 356 instances, while in [6] and [10], the total number of solved instances was 330 and 249, respectively. In [6], the imposed time limit was 12 h for each instance, although the optimal solutions were obtained in shorter running time. The extension of the time limit in our RVNS to 12 h resulted in the total of 365 optimal solutions on the considered set of 400 instances. These results are displayed in Figure 1.

The number of Hom-VBPP instances from 2CBP solved to optimality by the adapted RVNS method with the imposed time limit of 360 s, compared to that of [6]

<table>
<thead>
<tr>
<th>$i$</th>
<th>$j$:</th>
<th>1 (25,24)</th>
<th>2 (50,51)</th>
<th>3 (100,99)</th>
<th>4 (200,201)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$n$:</td>
<td>RVNS</td>
<td>RVNS</td>
<td>RVNS</td>
<td>RVNS</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>10</td>
<td>0</td>
<td>10</td>
<td>*</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>10</td>
<td>0</td>
<td>10</td>
<td>*</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>7</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

Some instances solved in [6] were not solved by RVNS; they are marked by "#". With the running time limit extended from 360 s to 1440 s, the number of solved instances increased from 356 to 365 (the 6 new instances in the group (1, 4), one new instance in the group (4, 4) and two in (6, 3)). Namely, of 70 unsolved instances, our RVNS solved 59 for the time limit of 360 s and another one for 1440 s. Finally, there are instances, marked by "+" in Table 8, that were not solved in the group (9, 4), either in [6], or by the RVNS. These instances are regarded as very difficult and Wei et al. [37] were the first who succeeded in solving 1 out of 10 instances in this group.

Figure 1
Comparison of different solution approaches on 2CBP
As shown in Table 8, our RVNS solved the total number of 157 instances belonging to classes 1, 6, 7, 9, and 10 (selected and considered as more challenging in [2] and [36]), outperforming both the number of 113 from [2] and 119 solutions obtained in [36], see Figure 2. Using the time limit of 3600 s as Heßler et al. [19], the authors solved 370 of 400 instances, which is 14 and 5 more instances compared to our RVNS for time limit of 360 s and 1440 s, respectively. However, when it comes to the 50 larger instances from the classes: 1, 4, 5, 9 and 10, our RVNS was more successful in obtaining 31 solutions, compared to 20 solutions from [19], as displayed in Figure 3. On the set of 40 instances with 200 items belonging to classes 1, 6, 7, 9 and 10 of CBP, our RVNS solved 22 instances for 360 s and 29 for the time limit of 1440 s, which is less then 35 solutions obtained in [27]. However, having in mind that our RVNS is primarily designed for solving 2D-Het VBPP, it is overall comparable with the most successful solution methods of 2D-Hom VBPP on 2CBP.

Another set of instances with larger demands is included in this comparative analysis. Namely, Heßler et al. [19] proposed a set of 400 instances that is obtained from the 2CBP in the following way. For each item an uniformly random number is generated from the set [1,...,100] as its frequency, resulting in the instance that has significantly larger number of items. The solution method developed in [19], which was very successful on 2CBP, showed a poor performance on this new data set, solving only 20 out of 400 instances. Therefore, the authors in [19] developed a special solution method for this type of the problem to solve 324 of 400 instances obtained in such a way. From the available lower and upper bounds for these 400 instances, it can be seen that 336 of them have known optimal solutions, obtained by several solution approaches. Another contribution of our RVNS algorithm is improvement of the obtained results on some of the remaining 64 instances without optimal solution from this new data set. These results are presented in Table 9. Instance’s name is contained in the first column, the corresponding number of items in the second, while the next two columns show the known lower and upper bounds of the solution. The objective function value of the new best solution obtained by our RVNS within the time limit of 1 s, 10 s, 60 s, 360 s and 1440 s are represented in the next five columns, respectively. RVNS solutions that improved the corresponding upper bound are bolded.

As it can be seen in Table 9 our RVNS improved the solutions of the 14 instances obtaining smaller objective function value than the corresponding upper bound. Among these instances, the 10 new optimal solutions (marked by “*”) are reached, 4 for the time limit of 10 s, 3 more for 60 s and another 3 for 1440 s. For these instances, tests are not repeated with increased time limit after the optimal solution is obtained, i.e. when our RVNS solution coincident with the corresponding lower bound. Therefore, the adaptation of our RVNS algorithm for 2D-HomVBPP made another contribution.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Lower Bound</th>
<th>Upper Bound</th>
<th>RVNS (1440 s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>101</td>
<td>5</td>
<td>100</td>
<td>31</td>
</tr>
<tr>
<td>102</td>
<td>10</td>
<td>100</td>
<td>38</td>
</tr>
<tr>
<td>103</td>
<td>15</td>
<td>200</td>
<td>356</td>
</tr>
</tbody>
</table>

3 https://logistik.bwl.uni-mainz.de/forschung/benchmarks/
4 for new solutions on these 14 instances see https://doi.org/10.5281/zenodo.5321272
### Table 9
Comparison of results on large instances

<table>
<thead>
<tr>
<th>Instance</th>
<th>n(items)</th>
<th>LB</th>
<th>UB</th>
<th>RVNS 1s</th>
<th>RVNS 10s</th>
<th>RVNS 60s</th>
<th>RVNS 360s</th>
<th>RVNS 1440s</th>
</tr>
</thead>
<tbody>
<tr>
<td>CL_04_100_06</td>
<td>5089</td>
<td>627</td>
<td>628</td>
<td>691</td>
<td>628</td>
<td>627 *</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CL_04_100_08</td>
<td>5089</td>
<td>642</td>
<td>645</td>
<td>687</td>
<td>643</td>
<td>642</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>CL_04_200_01</td>
<td>10229</td>
<td>1293</td>
<td>1297</td>
<td>1453</td>
<td>1373</td>
<td>1308</td>
<td>1294</td>
<td>1293 *</td>
</tr>
<tr>
<td>CL_05_100_06</td>
<td>5089</td>
<td>314</td>
<td>315</td>
<td>322</td>
<td>314</td>
<td>322</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>CL_05_100_08</td>
<td>5089</td>
<td>321</td>
<td>323</td>
<td>322</td>
<td>322</td>
<td>321</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>CL_05_100_10</td>
<td>5089</td>
<td>327</td>
<td>328</td>
<td>333</td>
<td>327</td>
<td>327</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>CL_05_200_02</td>
<td>10141</td>
<td>624</td>
<td>629</td>
<td>682</td>
<td>633</td>
<td>628</td>
<td>627</td>
<td>627</td>
</tr>
<tr>
<td>CL_05_200_03</td>
<td>10157</td>
<td>630</td>
<td>635</td>
<td>708</td>
<td>646</td>
<td>634</td>
<td>633</td>
<td>633</td>
</tr>
<tr>
<td>CL_05_200_04</td>
<td>10141</td>
<td>630</td>
<td>631</td>
<td>670</td>
<td>635</td>
<td>631</td>
<td>631</td>
<td>630 *</td>
</tr>
<tr>
<td>CL_05_200_05</td>
<td>10141</td>
<td>632</td>
<td>640</td>
<td>704</td>
<td>646</td>
<td>634</td>
<td>633</td>
<td>632</td>
</tr>
<tr>
<td>CL_05_200_06</td>
<td>10141</td>
<td>626</td>
<td>630</td>
<td>686</td>
<td>630</td>
<td>627</td>
<td>627</td>
<td>627</td>
</tr>
<tr>
<td>CL_05_200_07</td>
<td>10157</td>
<td>630</td>
<td>636</td>
<td>715</td>
<td>644</td>
<td>636</td>
<td>635</td>
<td>634</td>
</tr>
<tr>
<td>CL_05_200_08</td>
<td>10141</td>
<td>635</td>
<td>640</td>
<td>681</td>
<td>635</td>
<td>635</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>CL_05_200_10</td>
<td>10141</td>
<td>632</td>
<td>635</td>
<td>690</td>
<td>633</td>
<td>632</td>
<td>/</td>
<td>/</td>
</tr>
</tbody>
</table>

### 4. Conclusion

The metaheuristic RVNS (Variable Neighborhood Search) based algorithm was used to solve the 2D vector bin packing problem, in its heterogeneous 2D-HetVBPP and homogeneous 2D-HomVBPP variant, because the exact solution using standard mathematical model and CPLEX solver is not possible for larger instances, and the approximate solutions obtained in limited time are of a poor quality. The set of 6 small 2D-HetVBPP instances (with up to 20 items) and the 50 large 2D-HetVBPP instances (with up to 1000 items) was prepared and used to test the efficiency of the algorithm. The specialized version of the algorithm solved some new instances (compared to results in [2], [6], [10], [19], [27], [36]) of the benchmark set 2CBP [8] and the set of instances with larger demands [19]. More precisely,
- on 400 instances of the data set 2CBP [8], our solution approach solved 356 for 360s and 365 for 1440s of running time,
- 400 instances of the data set from [19], with 61 unsolved instances with the known upper and lower bounds, we provided 10 new optimal solutions and 4 new upper bounds.
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