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The international tourism growth forces governments to make a big effort to improve the security of national bor-
ders. Protecting the borders from illegal immigrants and simplifying border checkpoints for law-abiding citizens 
and visitors is a delicate compromise. In the era of speed, it is indispensable to analyze passport pages by an intel-
ligent application that recognize and classify stamps of travel documents in order to ensure faster, safer and more 
efficient stamp controlling. This paper proposes a model of such a system based on artificial neural network. The 
major contribution of this paper is about its topic related to passport stamps not yet addressed in the literature 
of object detection and recognition. As main aim, we proposed a framework that performs detection and classi-
fication to assist the border control. To the best of our knowledge, this is the first classification method for pass-
port stamps. The originality of the proposed system based on low-cost neural network concerns several axes; the 
robustness in unconventional contexts, the high speed compared to other techniques such as the convolutional 
neural network, the low computational complexity with the help of using a classic classifier, the simplicity using 
intelligent tools guaranteeing the efficiency explained by promising accuracies with maximum accuracy of 0.945, 
and the high reliability explained by other classification metrics such as precision, recall and F1-score.
KEYWORDS: Multi-layer perceptron, Texture analysis, Pattern recognition, image classification, Artificial in-
telligence.
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1. Introduction
International tourism is always on the rise; 1.5 billion 
tourist arrivals were recorded in 2019, globally. A rise 
of 6% over the previous year, according to the World 
Tourism Organization (UNTWO). This trend is pos-
itive when it is about tourists, business-persons, and 
regular immigrants. However, unwanted visitors can 
also use these same routes used for simple and prac-
tical travel: terrorists, refugees without visas and 
illegal migrants. This situation places governments 
around the world in the delicate task of simplifying 
border checkpoints for law-abiding citizens and vis-
itors, while protecting their borders from illegal im-
migrants.
In order to effectively guarantee the safekeeping of 
the entry point, the European Union for example has 
introduced compulsory stamping of travel documents 
(passports) of third-country nationals when crossing 
the borders. Before 2003, there were different prac-
tices in member states of the Schengen zone that 
did not allow effective control through unsystematic 
stamping.
In fact, the border police ensure that the passenger 
passport is stamped when he enters and leaves the 
country. The officer also checks the dates of entry and 
exit to know if the passenger is obeying the low by re-
specting the period of stay.
Without an entry stamp, the passport holder may be 
suspected of having exceeded the length of his stay 
when he tries to leave the country. The absence of 
an entry stamp in the travel documents constitutes 
a presumption of irregularity of stay on the country 
territory. Without an exit stamp, the entry may be re-
fused the next time the passenger wants to enter the 
country since he can be expected to have exceeded the 
allowed period of his previous visit.
In this paper, we will introduce a system that helps 
the border control officers by doing these stamps 
checking operations automatically. Thus, our task is 
to detect and extract stamps from each passport page 
and then classify them into three classes: Entry local 
stamp, exit local stamp and stamp of other countries.
In addition, crossing the border without stamping 
the passport can cause real problems when leaving 
the country. In this case, the passenger risks being 
considered as a clandestine immigrant, which may be 

worthwhile for him to be detained, to pay a large fine 
and to be expelled. Even if the passenger leaves de-
finitively the territory, he risks of having troubles. At 
worst, he will risk being detained for non-compliance 
with immigration rules.
The implementation of the state of emergency in 
France in November 2015 following the attacks and 
the reintroduction of systematic controls on all flights 
from or to countries in the Schengen area have con-
siderably slowed the operations of the border police 
at airports. The situation has been further aggravated 
by the reinforcement by the European Union of the 
controls at the external borders of the Schengen zone. 
This is what it leads to a proliferation of queues, lon-
ger waiting times and delays in flights.
With a valid bio-metric passport (a passport equipped 
with a microchip, which contains the bio- metric in-
formation used to authenticate the identity of the 
passport holder) we have a time saving to pass the 
controls even faster. Nevertheless, notice that the 
chip of the e-passport does not have the information 
about the entry/exit stamps.
The objective of controlling the stamps must find a 
concrete and rapid application in the facts. That is 
the purpose of this paper. Our motivation is the need 
of automatic stamp control that is able to analyze the 
passport paper, detect and classify different stamps 
in it. Therefore, the proposed approach helps to en-
sure a flexible system that supports faster, safer and 
more efficient border control processes. An assistant 
of border control officers at land, air and sea borders.
The literature survey shows that there are few piec-
es of work on stamp detection and recognition in 
document images [4]. Existing methods employ dif-
ferent features of digital images, they explore stamp 
properties; shape [41, 49], color [11, 28], and textual 
information [31, 43]. A recent study shows that few 
stamp detection and classification methods have 
been proposed. They either work on color or shape 
stamps. There is no general approach for the diversity 
of stamps.
Reading passport using a dedicated passport reading 
system, MRZ (Machine Readable Zone), allows only 
the character recognition [22, 24, 36]. In [24] the au-
thor proposed an effective recognition algorithm of 
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the passport MRZ information using a combined neu-
ral network recognizer of Convolutional Neural Net-
work and Artificial Neural Network. However, these 
works are not able to recognize the passport stamp.
Extracting key information from a photo entered into 
the system and returning them to a specialist of the 
domain is quite a difficult task, because the system of 
information extraction should know what to look for, 
how to search, as well as remove unwanted elements 
in the image. For that purpose, the system requires an 
artificial intelligence, like the use of neural networks 
and intelligent things [37, 38].
The aim of this paper is to have an intelligent system 
able to extract the interesting information about 
the different stamps existing in each passport page 
and return them to the border police to facilitate the 
check operation. It is a solution for detecting and 
recognizing passport stamps of different colors and 
shapes (Figure 1). In fact, we do not rely on color 
properties only like in [28] and we are not limited to 
specific shapes like in [41]. In this paper, we will de-
velop a texture analysis method for stamp detection 
and extraction and a lower-cost neural solution for 
stamp classification. The rest of paper is organized 
as follows: Section 2 presents the related works. 
Section 3 describes the image processing of passport 
pages. The proposed stamp extraction approach is 
given in Section 4. In Section 5, the proposed stamp 
classification approach is described in detail. Sec-
tion 6 explains how the experiments are performed 

Figure 1
Examples of entry/exit stamps of different countries

and presents the results. Section 7 concludes the pa-
per and gives perspectives for future work.

2. Related Works
Building literature for the subject area is highly re-
quired to compare with the proposed system, even 
this paper tackle different issue. This section high-
lights how our study aims to stand out within the 
studies referred and thereby establish the original-
ity. We referred to prior research works published 
in our field that have resemblance or are related to 
our study. In a wider context, stamp extraction and 
classification is considered as an object detection 
and recognition problem. There are many proposals 
for such problems in literature covering different 
sectors.

2.1. Object Detection
In literature, there are few research works on seal 
and stamp detection in scanned document. Seal 
properties such as; color, shape, and textual informa-
tion, have been explored for detection methods. The 
seal detection techniques can be categorized into 
three categories; color- information-based methods, 
Shape/graphical- based methods and textual-infor-
mation-based methods.
Color information can help in distinguishing graphi-
cal objects from other components of documents. As 
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2. Related Works 
Building literature for the subject area is highly 
required to compare with the proposed system, 
even this paper tackle different issue. This section 
highlights how our study aims to stand out within 
the studies referred and thereby establish the 
originality. We referred to prior research works 
published in our field that have resemblance or are 
related to our study. In a wider context, stamp 
extraction and classification is considered as an 
object detection and recognition problem. There are 
many proposals for such problems in literature 
covering different sectors. 

2.1 Object Detection 
In literature, there are few research works on seal 
and stamp detection in scanned document. Seal 
properties such as; color, shape, and textual 
information, have been explored for detection 
methods. The seal detection techniques can be 
categorized into three categories; color-
information-based methods, Shape/graphical-
based methods and textual-information-based 
methods. 
Color information can help in distinguishing 
graphical objects from other components of 
documents. As color is generally used in seal or 
stamp imprint, color segmentation methods are 
used for seal detection.  
In [11] and [28], a segmentation based on scalar 

color feature is used for graphical region 
detection and then, candidate graphical 
regions are obtained and classified based on 
several features. Logos and stamps are 
detected depending on color-related features 
and geometrical features from each 
processing unit such as pixel density, 
dimension and position of bounding boxes. 
A prior knowledge about seal boundary shape 
(circle, rectangle or ellipse) can help in 
localizing seals in documents, like in [49]. 
Using basic-shape detectors, authors detect 
elliptic or circular stamps from degraded 
documents. In this category, methods are 
limited to specific shape, like in [41]. 
Textual information can help in seal detection 
on document image. A strategy based on 
frequency selective filtering is proposed for 
logo and stamp detection in [31]. Textual 
contents in the document are main source of 
high spatial frequency. Accordingly, the high 
frequency filtering helps to retain logo and 
stamp regions, and suppress the visual 
perception of the textual symbols. Then, the 
combination of the median filtering and 
Gaussian blurring operation helps to suppress 
noise because of textual residuals, in order to 
localize graphical regions. Singh et al. [43] use 
textual information for seal detection purpose. 
Here, the detection is based on the concept of 
Generalized Hough Transform.  
A similar problem is the logo detection in 
scanned documents. The logo detection 
techniques can be categorized into three 
categories; connected-component-based 
methods, local descriptor-based methods and 
block-based methods.  
In the connected-component-based methods, 
a list of connected-components (CC) is 
extracted from the document, and then each 
CC is characterized by computing different 
features like height, width, aspect ratio, area 
and density. These features are used in a 
classification step to discriminate between 
logo and non-logo components. 
Naganjaneyulu et al. [30] use 12 gray level co-
occurrence matrix features extracted from CC 
and a pre-trained Support Vector Machine 
classifier (SVM) is used to detect logos. 
Veershetty et al. [44] eliminate noise and 
symbols using a morphological operation, 
and extract each logo from the document 
using the CC rule. Dixit et al. [13] find CCs and 
perform area-based thresholding to get pool 
of possible logo candidates. This method is 
based on the assumption that logo region has 
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color is generally used in seal or stamp imprint, color 
segmentation methods are used for seal detection.
In [11] and [28], a segmentation based on scalar 
color feature is used for graphical region detection 
and then, candidate graphical regions are obtained 
and classified based on several features. Logos and 
stamps are detected depending on color-related fea-
tures and geometrical features from each processing 
unit such as pixel density, dimension and position of 
bounding boxes.
A prior knowledge about seal boundary shape (circle, 
rectangle or ellipse) can help in localizing seals in 
documents, like in [49]. Using basic-shape detectors, 
authors detect elliptic or circular stamps from de-
graded documents. In this category, methods are lim-
ited to specific shape, like in [41].
Textual information can help in seal detection on 
document image. A strategy based on frequency se-
lective filtering is proposed for logo and stamp de-
tection in [31]. Textual contents in the document are 
main source of high spatial frequency. Accordingly, 
the high frequency filtering helps to retain logo and 
stamp regions, and suppress the visual perception of 
the textual symbols. Then, the combination of the me-
dian filtering and Gaussian blurring operation helps 
to suppress noise because of textual residuals, in or-
der to localize graphical regions. Singh et al. [43] use 
textual information for seal detection purpose. Here, 
the detection is based on the concept of Generalized 
Hough Transform.
A similar problem is the logo detection in scanned 
documents. The logo detection techniques can be cat-
egorized into three categories; connected-compo-
nent-based methods, local descriptor-based methods 
and block-based methods.
In the connected-component-based methods, a list 
of connected-components (CC) is extracted from the 
document, and then each CC is characterized by com-
puting different features like height, width, aspect 
ratio, area and density. These features are used in a 
classification step to discriminate between logo and 
non-logo components. Naganjaneyulu et al. [30] use 
12 gray level co- occurrence matrix features extracted 
from CC and a pre-trained Support Vector Machine 
classifier (SVM) is used to detect logos. Veershetty et 
al. [44] eliminate noise and symbols using a morpho-

logical operation, and extract each logo from the doc-
ument using the CC rule. Dixit et al. [13] find CCs and 
perform area-based thresholding to get pool of possi-
ble logo candidates. This method is based on the as-
sumption that logo region has a higher spatial density 
than non-logo region, which is not always true. Not-
ing that the connected component-based techniques 
have obvious shortcomings. They are generally sen-
sitive to degradation, noise, skew and scale variation. 
They merge logo and non-logo regions together when 
the gap between them is small. Moreover, regarding 
its higher complexity, these techniques still very con-
suming time.
In local-descriptors-based methods, local detectors 
are calculated at the pixel level in order to extract 
a set of key-points. Then, these key-points are ex-
ploited by local descriptors to detect logo regions. 
Chatbri et al. [9] introduce a shape descriptor that 
extracts key-points and automatically detects the 
salient ones by filtering out redundant and sensitive 
key-points. Noting that the local-descriptors-based 
techniques are able to treat well defined shapes and 
transformations due to brightness, scale and rota-
tion invariance of descriptors. For color-scanned 
documents, methods that follow this approach can 
be well adapted to the problem, but most of all are 
invariant to image transformations. Moreover, these 
pixel-based methods tend to be sensitive to the noise 
and they are time consuming. In logo retrieval task, 
Wiggers et al. [46] avoid the manual feature ex-
traction by learning the image representation using 
a Convolutional Neural Network (CNN). Authors 
use a pre-trained CNN model to cope with the lack 
of training data, which is fine-tuned to achieve a dis-
criminant representation of the logo.
In region-based methods, documents zones (or 
blocks) are obtained by a page segmentation step on 
the document, and then a classification step is ap-
plied to classify those blocks into logo and non- logo 
regions. In [2] and [3] authors use a decision tree with 
specific probability features computed for patches. 
Noting that the region-based techniques rely heavily 
on the accuracy of the segmentation step, which can 
be difficult in less structured documents with com-
plex layout. In [8] Chanda et al. use the advanced al-
gorithm YOLOv3 (or You Only Look Once) to detect 
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logo and seal in historical documents. Here, there is 
no need for any preprocessing step like binarization 
or layout- analysis.
In a wider context, passport stamp detection is con-
sidered as an object detection. Here, some objects are 
aligned to concepts, such as animals, people or text. 
Other objects are related to texture and material prop-
erties, such as dot arrays and specular reflections. 
Recently, object detection can be performed using 
deep convolutional networks. A set of algorithms like 
R-CNN in [17], Fast-R-CNN in [18], Faster-R-CNN 
in [40], their advanced counterpart Yolo and its most 
sophisticated successor YOLOv3 in [39], are able to 
identify the different objects in the image and their 
boundaries. YOLO is an object detection algorithm 
different from the region-based algorithms R-CNN, 
Fast-R-CNN, and Faster- R-CNN. Those three algo-
rithms look only into parts of the image having high 
probabilities of containing objects.

2.2. Object Classification
In the state of the art, there are few research works 
on classification and recognition of seals and stamps 
in scanned document. In [45] authors explore the 
deep learning technology to automatically recognize 
Chinese seal, which is an important part of the Tra-
ditional Chinese painting and calligraphy. Authors 
propose new Siamese Network with Multi- task 
Learning to recognize the different seals and report 
the relevant information in real time. Forczmańs-
ki et al. [14] detect and classify stamps in scanned 
documents. Authors apply color segmentation in 
order to find potential stamps. They employ meth-
ods aimed at detecting objects of specific shapes; 
circle, lines and other shapes using heuristics. Iso-
lated objects are extracted and classified using a set 
of shape descriptors. In [15] the processed stamp is 
represented by a shape descriptor using Point Dis-
tance Histogram and classified using hand-drawn 
templates and ideal shapes. Petej et al. [35] explore 
two machine-learning algorithms for comparison 
purpose; the SVM classifier using OpenSURF fea-
tures and the Random ferns classifier.
A similar problem is the logo classification in scanned 
documents. Gallego et al. [16] present a method for 
logo multi-label classification and retrieval. Au-
thors train CNN to classify logos from the European 

Union TradeMark (EUTM) dataset according to their 
shapes, colors, sectors and figurative designs. Guru 
et al. [20] present a classification method based on 
K-Means clustering algorithm using three global fea-
tures; texture, color and shape. In [34], authors de-
sign an efficient CNN for classifying TV logo with the 
help of MSER algorithm.
For object recognition covering different sectors, 
Block et al. [6] propose an automatic detection and 
classification of mild and severe imprint defects in 
stamped metal parts using RetinaNet. It is an assis-
tant to the automotive industry to improve the pro-
duction line performance.
Žemgulys [47] proposes a technique for the recog-
nition of hand gestures in general and sports referee 
signals in particular. Authors explore local binary pat-
tern (LBP) features with SVM classifier, to recognize 
signals of basketball referee from recorded game vid-
eos.
Lam et al. [26] propose a deep-learning classifier for 
holograms of 3-D deformable handwritten numerals, 
based on a pair of CNNs.
From this literature review, we can deduce that seal 
detection/recognition has been explored, however 
such published methods do not focus on the stamp 
detection/ recognition problem in travel documents. 
Hence, this paper tries to address that unexplored 
area. To conclude this section, a comparison of the 
most recent state of the art methods is presented in 
Table 1.
Existing works do not pay attention to develop 
detection and classification system for passport 
stamps. The main originality of our paper is its abili-
ty to solve a trending issue. The control of travel doc-
uments by automatic passport stamp recognition is 
a challenging problem in the real world. This current 
problem is still new and research has not been car-
ried out on the subject matter. So far, most studies 
on document object detection/recognition have fo-
cused on historical documents. In this study the fo-
cus is shifted to the contemporary issue. The origi-
nality of this work concerns also several axes such as 
the robustness in unconventional contexts, the low 
temporal and computational complexities, the effi-
ciency and the simplicity of the proposed approach 
using intelligent tools.
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Table 1
Comparison of the most recent related works

Reference Application Method Dataset Accuracy
(%)

Precision
(%)

[11] Stamp segmentation Color-based segmentation StampVer dataset - 84.59

[28] Stamp segmentation Color-based segmentation Tobacco-800 dataset - 83.8

[49] Stamp detection Shape-based detection
University of Maryland 

Arabic document 
databases

- 35.23

[31] Stamp detection frequency selective filtering StampVer database - 94.8

[43] Seal detection Generalized Hough 
Transform Seal dataset (80 seals) - -

[30] Logo detection CC-based detection Tobacco-800 dataset 91.47 98.10

[44] Logo detection CC-based detection Tobacco-800 dataset - 87.80

[13] Logo detection CC-based detection Tobacco-800 dataset 89.52 -

[46] Logo detection local-descriptors-
based detection Tobacco-800 dataset - 72

[3] Logo detection Block-based detection Tobacco-800 dataset 91.50 75.25

[8] Logo and seal detection YOLOv3 Tobacco-800 dataset - 89

[17] Object detection R-CNN ILSVRC2013 detection 
dataset 47.9 53.7

[18], Object detection Fast-R-CNN PASCAL VOC 2012 - 65.7

[40] Object detection Faster-R-CNN VOC 2007 + VOC 2012 - 70.4

[45] Chinese seal 
recognition Siamese Network Chinese seal database 95.46 96.04

[15] Stamp recognition Shape-based recognition Collection of images 
from the internet - 81

[35] Stamp classification SVM classifier Collection of stamps 
from real documents - 98

[16] Multi-label logo 
classification CNN classifier

European Union 
TradeMark (EUTM) 

dataset
- 97.56

[20] Logo classification K-Means classifier UoMLogo database 71.73 66.89

[34] TV Logo classification CNN classifier Collection of tv logo 
images 85 -

[6]
Classification of defects 

in stamped metal 
surfaces

RetinaNet Collection of imprint 
defect images - 90.55

[47] Recognition of sports 
referee signals SVM classifier

Collection of images 
from basketball game 

video
95.6 -
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3. Image Processing for Passport 
Papers
To develop our project, we exploit the image pro-
cessing techniques and the intelligent classifying 
systems. Our pre-processing phase for the passport 
paper contains three steps; conversion, resizing and 
filtering. Here, there is no need to de- skew since a 
passport page contains several stamps of different 
orientations.
The scanned passport paper is converted from RGB to 
gray-level image. Color can be useful information in 
the stamp recognition system, but our method does 
not depend on a specific color. For resizing, passport 
paper is scaled to a standard size. This operation en-
sures independence from the capturing device res-
olution; furthermore, followed operations will work 
with the assumption of a fixed image size. This resolu-
tion is fixed in such a way as to keep the details of the 
image and to have an acceptable calculation time. For 
filtering, we use the median filter that reduces noise 
while maintaining the image contours. This filtering 
eliminates outliers without being limited to averag-
ing, which in most cases contaminates the neighbor-
ing values with this aberrant value and blurs the im-
age. It respects the contrast, brightness and contours 
of the image, and it eliminates extreme values.
The median filter value f(x,y) can written as bellow 
(Equation (1)):

f(x,y)=mediana,b∈S(x,y){g(a,b)}, (1)

where S(x,y) is the neighborhood space of image 
pixels according to their coordinates, and g(a,b) rep-
resents the existing neighborhood pixels.
By reducing the filter size, the image smoothness can 
be lost, and by increasing the filter size, some image 
features can be lost and replaced with background 
values. Therefore, for noise reduction, it is better to 
use models with small radius of the neighborhood. 
The filter size parameter is set to 3×3, which is con-
sidered as the best value to have the fastest filter and 
the best segmentation result. As illustrated in Figure 
2, a 5×5 filter gives a bad segmentation result count-
er to the 3×3 filter.

4. Stamp Extraction from Passport Page
4.1. Segmentation Pre-processing: Contour 
Detection
For the detection of contours, we will use the Canny 
method [12] which allows a good object detection of 
weak contours with low error rate, and ensures a good 
object localization by the minimization of distances 
between predicted and real contours. The conserva-
tion of weak edges ensures the preservation of the tex-
tural information of the object of interest, which will be 
used as a key information in the next step of segmenta-
tion. This point justifies the use of the Canny method.
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image features can be lost and replaced with 
background values. Therefore, for noise 
reduction, it is better to use models with small 
radius of the neighborhood. The filter size 
parameter is set to 3×3, which is considered as 
the best value to have the fastest filter and the 
best segmentation result. As illustrated in 
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Figure 2 

Choice influence of filter size parameter: (a) 
original image, (b) segmentation result on 
stamp/non-stamp with 5×5 filter, and (c) 
segmentation result on stamp/non-stamp with 3×3 
filter. 
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To develop our project, we exploit the image 
processing techniques and the intelligent 
classifying systems. Our pre-processing phase for 
the passport paper contains three steps; conversion, 
resizing and filtering. Here, there is no need to de-
skew since a passport page contains several stamps 
of different orientations. 
The scanned passport paper is converted from RGB 
to gray-level image. Color can be useful 
information in the stamp recognition system, but 
our method does not depend on a specific color. For 
resizing, passport paper is scaled to a standard size. 
This operation ensures independence from the 
capturing device resolution; furthermore, followed 
operations will work with the assumption of a fixed 
image size. This resolution is fixed in such a way as 
to keep the details of the image and to have an 
acceptable calculation time. For filtering, we use the 
median filter that reduces noise while maintaining 
the image contours. This filtering eliminates 
outliers without being limited to averaging, which 
in most cases contaminates the neighboring values 
with this aberrant value and blurs the image. It 
respects the contrast, brightness and contours of the 
image, and it eliminates extreme values.  
The median filter value f(x,y) can written as bellow 
(equation (1)): 
 

f(x,y)=mediana,b∈S(x,y){g(a,b)} (1) 
 
Where S(x,y)  is the neighborhood space of image 
pixels according to their coordinates, and  g(a,b) 
represents the existing neighborhood pixels. 
By reducing the filter size, the image smoothness 
can be lost, and by increasing the filter size, some 

image features can be lost and replaced with 
background values. Therefore, for noise 
reduction, it is better to use models with small 
radius of the neighborhood. The filter size 
parameter is set to 3×3, which is considered as 
the best value to have the fastest filter and the 
best segmentation result. As illustrated in 
Figure 2, a 5×5 filter gives a bad segmentation 
result counter to the 3×3 filter. 
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Choice influence of filter size parameter: (a) 
original image, (b) segmentation result on 
stamp/non-stamp with 5×5 filter, and (c) 
segmentation result on stamp/non-stamp with 3×3 
filter. 
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The first step of this method is the application of the 
Gaussian filter Gσ (Equations (2) and (3)) that is used 
to smooth the image I in order to remove noise.

 
 

 

object of interest, which will be used as a key 
information in the next step of segmentation. This 
point justifies the use of the Canny method. 
The first step of this method is the application of the 
Gaussian filter Gσ  (equations (2) and (3)) that is 
used to smooth the image 𝐼𝐼  in order to remove 
noise.  
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Where σ is the standard deviation of the Gaussian 
distribution. 
The gradient is calculated in horizontal and vertical 
directions by convolving the image with gradient 
mask. The gradients can be determined by using a 
Sobel filter as shown in equations (4) and (5). 
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Then, magnitude M(x,y)  and direction θ(x,y)  that 
defines strength and orientation of each pixel (x,y) 
are calculated by the following equations (6) and 
(7). 
 

M(x,y)=√Gx
2(x,y)+Gy

2(x,y) (6) 

 
 

θ(x,y)=arctan [Gy(x,y)
Gx(x,y)⁄ ] (7) 

 
The image magnitude M  produces results in 
blurred edges. Non Maximum Suppression is 
applied to convert thick edges into thin edges and 
is done by suppressing minima in the gradient 
image. 
To enhance the result and determine potential 
edges, double thresholding is needed. Potential 
edges are calculated based on the gradient 
magnitude. Edges with edge strength below the 
lower threshold are disregarded, and edges with 
edge strength above the higher threshold are 
preserved. 
To finalize the edge detection, weak edges that are 
not connected to strong edges should be 
suppressed, this is done by edge tracking 
algorithm. 
We notice the need for contour detection as a pre-

processing phase for stamp / non-stamp 
segmentation. Segmenting the detected 
contours gives a better result by detecting the 
different stamps on a passport paper. After 
several tests, the higher threshold parameter 
is set to 0.3 and the lower threshold is 0.1, in 
order to have the best segmentation result. As 
presented in Figure 3, a higher threshold of 0.4 
gives a bad segmentation result counter to 0.3 
threshold. 
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Choice influence of contour threshold: (a) the 
original image, (b) contour detection result with 
threshold = 0.4, (c) its segmentation result, (d) 
contour detection result with threshold = 0.3 and (e) 
its segmentation result. 
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threshold. 
Figure 3 

Choice influence of contour threshold: (a) the 
original image, (b) contour detection result with 
threshold = 0.4, (c) its segmentation result, (d) 
contour detection result with threshold = 0.3 and (e) 
its segmentation result. 

 
 

(5)

Then, magnitude M(x,y) and direction θ(x,y) that de-
fines strength and orientation of each pixel (x,y) are 
calculated by the following Equations (6) and (7).

 
 

 

object of interest, which will be used as a key 
information in the next step of segmentation. This 
point justifies the use of the Canny method. 
The first step of this method is the application of the 
Gaussian filter Gσ  (equations (2) and (3)) that is 
used to smooth the image 𝐼𝐼  in order to remove 
noise.  
 

g(x,y)=Gσ(x,y)∙I(x,y) 
 

(2) 

Gσ=
1

√2πσ2
exp (- x

2+y2

2σ2
)  

(3) 
 
Where σ is the standard deviation of the Gaussian 
distribution. 
The gradient is calculated in horizontal and vertical 
directions by convolving the image with gradient 
mask. The gradients can be determined by using a 
Sobel filter as shown in equations (4) and (5). 
 

Gx= [
-1 0 +1
-1 0 +1
-1 0 +1

] g (4) 

 

Gy= [
-1 -2 -1
0 0 0
-1 +2 +1

]g (5) 

 
Then, magnitude M(x,y)  and direction θ(x,y)  that 
defines strength and orientation of each pixel (x,y) 
are calculated by the following equations (6) and 
(7). 
 

M(x,y)=√Gx
2(x,y)+Gy

2(x,y) (6) 

 
 

θ(x,y)=arctan [Gy(x,y)
Gx(x,y)⁄ ] (7) 

 
The image magnitude M  produces results in 
blurred edges. Non Maximum Suppression is 
applied to convert thick edges into thin edges and 
is done by suppressing minima in the gradient 
image. 
To enhance the result and determine potential 
edges, double thresholding is needed. Potential 
edges are calculated based on the gradient 
magnitude. Edges with edge strength below the 
lower threshold are disregarded, and edges with 
edge strength above the higher threshold are 
preserved. 
To finalize the edge detection, weak edges that are 
not connected to strong edges should be 
suppressed, this is done by edge tracking 
algorithm. 
We notice the need for contour detection as a pre-

processing phase for stamp / non-stamp 
segmentation. Segmenting the detected 
contours gives a better result by detecting the 
different stamps on a passport paper. After 
several tests, the higher threshold parameter 
is set to 0.3 and the lower threshold is 0.1, in 
order to have the best segmentation result. As 
presented in Figure 3, a higher threshold of 0.4 
gives a bad segmentation result counter to 0.3 
threshold. 
Figure 3 

Choice influence of contour threshold: (a) the 
original image, (b) contour detection result with 
threshold = 0.4, (c) its segmentation result, (d) 
contour detection result with threshold = 0.3 and (e) 
its segmentation result. 

 
 

(6)

 
 

 

object of interest, which will be used as a key 
information in the next step of segmentation. This 
point justifies the use of the Canny method. 
The first step of this method is the application of the 
Gaussian filter Gσ  (equations (2) and (3)) that is 
used to smooth the image 𝐼𝐼  in order to remove 
noise.  
 

g(x,y)=Gσ(x,y)∙I(x,y) 
 

(2) 

Gσ=
1

√2πσ2
exp (- x

2+y2

2σ2
)  

(3) 
 
Where σ is the standard deviation of the Gaussian 
distribution. 
The gradient is calculated in horizontal and vertical 
directions by convolving the image with gradient 
mask. The gradients can be determined by using a 
Sobel filter as shown in equations (4) and (5). 
 

Gx= [
-1 0 +1
-1 0 +1
-1 0 +1

] g (4) 

 

Gy= [
-1 -2 -1
0 0 0
-1 +2 +1

]g (5) 

 
Then, magnitude M(x,y)  and direction θ(x,y)  that 
defines strength and orientation of each pixel (x,y) 
are calculated by the following equations (6) and 
(7). 
 

M(x,y)=√Gx
2(x,y)+Gy

2(x,y) (6) 

 
 

θ(x,y)=arctan [Gy(x,y)
Gx(x,y)⁄ ] (7) 

 
The image magnitude M  produces results in 
blurred edges. Non Maximum Suppression is 
applied to convert thick edges into thin edges and 
is done by suppressing minima in the gradient 
image. 
To enhance the result and determine potential 
edges, double thresholding is needed. Potential 
edges are calculated based on the gradient 
magnitude. Edges with edge strength below the 
lower threshold are disregarded, and edges with 
edge strength above the higher threshold are 
preserved. 
To finalize the edge detection, weak edges that are 
not connected to strong edges should be 
suppressed, this is done by edge tracking 
algorithm. 
We notice the need for contour detection as a pre-

processing phase for stamp / non-stamp 
segmentation. Segmenting the detected 
contours gives a better result by detecting the 
different stamps on a passport paper. After 
several tests, the higher threshold parameter 
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disregarded, and edges with edge strength above the 
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To finalize the edge detection, weak edges that are not 
connected to strong edges should be suppressed, this 
is done by edge tracking algorithm.
We notice the need for contour detection as a pre- 
processing phase for stamp / non-stamp segmenta-
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result by detecting the different stamps on a passport 
paper. After several tests, the higher threshold param-
eter is set to 0.3 and the lower threshold is 0.1, in order 
to have the best segmentation result. As presented in 
Figure 3, a higher threshold of 0.4 gives a bad segmen-
tation result counter to 0.3 threshold.
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Figure 4 illustrates the need for contour detection for 
stamp segmentation. Segmenting the detected con-
tours gives a better result by detecting the different 
stamps on a passport paper (Figure 4 (c)).

Figure 4
Need for contour detection: (a) the original image, 
(b) segmentation result of the original image and (c) 
segmentation result of detected contours

(a)

(b) (c)

  

Figure 4 illustrates the need for contour detection 
for stamp segmentation. Segmenting the detected 
contours gives a better result by detecting the 
different stamps on a passport paper (Figure 4 (c)). 
Figure 4 

Need for contour detection: (a) the original image, (b) 
segmentation result of the original image and (c) 
segmentation result of detected contours. 

 

 
4.2 Passport Page Segmentation Based on 
Texture 

We will exploit the texture in the document to 
detect and extract the different stamps from a 
stamped passport paper. Stamp zone is generally a 
compact area, counter to the travel document 
background. Thus, each document area has a 
specific texture measure. Here, the texture analysis 
boost to the image zoning level. 
The problem of stamp detection on passport paper 
will be treated as a stamp / non-stamp 
segmentation problem. 
Among the difficulties of this phase is that the 
background of this type of document is a bit 
special. Counter to the classic administrative 
document having homogeneous background 
(usually white), we can say that the background of 
a passport paper is textured, as shown in Figure 5. 

Figure 5  

Example of empty passport papers indicating the 
difficulty of stamp / background separation. 

 
Another difficulty of the extraction phase is 
that stamps have different orientations in the 
document. Overlapping stamps can also make 
this step worse. In addition, the poor quality 
of the document that is due to the lack of 
stamp ink can make this step more difficult. 
Moreover, having other items on the passport 
paper is an another difficulty. Figure 6 
illustrates all these situations. 

Figure 6  

The difficulties of stamp extraction: stamps having 
different orientations in the top row, low quality 
stamps in the middle row, and other elements in a 
passport paper in the bottom row. 

 
In this work, the discrimination ability of the 
texture-based segmentation is evaluated by a 
discrimination criterion, which is the Fisher 
score FS  [19]. An evaluation of this criterion 
for many texture features allows us to argue 
our choice of the relevant feature 
characterizing the different textures in a 
passport page. The characterization degree FS 
is given by the equation (8): 

 
FS=trace{Sintra

-1  , Sinter} (8) 

Where  Sinter (equation (9)) and  Sintra (equation 
(10)) are the mean of the between-class 
dispersion matrices and the mean of the 
within-class dispersion matrices, respectively. 

 

  

Figure 4 illustrates the need for contour detection 
for stamp segmentation. Segmenting the detected 
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different stamps on a passport paper (Figure 4 (c)). 
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different stamps on a passport paper (Figure 4 (c)). 
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characterizing the different textures in a passport 
page. The characterization degree FS is given by the 
Equation (8):

  

Figure 4 illustrates the need for contour detection 
for stamp segmentation. Segmenting the detected 
contours gives a better result by detecting the 
different stamps on a passport paper (Figure 4 (c)). 
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Likewise, the « Mean » is calculated over a 
sliding window of the Hölder image, and 
assigned to the central pixel, to create the 
"image of texture feature" that will be used in 
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We consider that the system of the fuzzy 
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is a qualified process for stamp detection.  
The proposed texture-based segmentation of 
passport page on stamp / non-stamp is 
presented in Figure 7. Instead of having the 
original image as input, we process the image 
of contours created in the previous step 
(section 4.1).  
It is important to notice that main advantages 
of this texture-based method are the 
insensitivity to shape, color, orientation and 
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MLP network works on the basis of the following 
Equation (16).
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where Δ𝑤 is the amount of weight adjustment and 𝜂 is 
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E define the performance function that is in this work 
the Mean Squared Error (MSE) defined by the Equa-
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passport stamps ensures the detection in a rigorous 
way. Then, filling all the predicted stamp zones 
allows us to have a correct stamp / non-stamp 
mask. Finally, the extraction is done with the help 
of boxes enclosing the predicted stamp zones. 

 

5. Passport Stamp Classification 
In this investigation, a novel method based on a 
Multi-layer Perceptron artificial network was 
proposed to classify passport stamps into three 
categories: entry local stamp, exit local stamp, and 
foreign stamp. 

5.1 Feed-Forward Neural Network 
Architecture 

The artificial neural network, ANN imitates body 
neuron that is able to estimate most of the nonlinear 
functions with high precision. It learns and exhibits 
the capability for generalization beyond the 
training data. ANNs are being used as classifier 
tools in various fields such as medical diagnosis [5, 
7], financial forecasting [29, 42] and signal and 
image classification [33, 48].  
In the literature, there are many types of neural 
network architecture; we focus on the Multi-layer 
perceptron (MLP) [1, 27], that its basic model is 
shown in Figure 8. MLP architecture is a feed-
forward artificial neural network model with 
multiple hidden layers. Expect the input layer, each 
neuron uses nonlinear activation function. 
MLP network works on the basis of the following 
equation (16). 
 

y= Γn[WnΓn-1[Wn-1… Γ1[W1x]]…] (16) 
 
Where x is the input vector, y is the output vector, 
Wi (i=1,2,…, n) denotes the weight matrix of the ith 
layer, and the diagonal operator Γi[.] (i=1,2,…, n) is 
an activation function matrix of the ith layer.  
 

 

 

Figure 8 
Model of feedforward neural network with one 
hidden layer and one output layer. 

 
5.2 MLP Neural Network Training 

MLP neural network uses a back-propagation 
algorithm to train models. We used the 
Levenberg-Marquardt the standard back-
propagation algorithm that is the fastest and 
most accurate for multi-layer neural networks 
[10,21].  
The learning is the estimation of the 
parameters (weight and bias) by minimizing a 
performance function. The training process 
works on the basis of the following equation 
(17). 
 

Δw = - η 
∂E
∂w

 (17) 

 
Where Δ𝑤𝑤 is the amount of weight adjustment 
and 𝜂𝜂  is a learning rate that is fixed to 1e-3 
after several tests. E define the performance 
function that is in this work the Mean Squared 
Error (MSE) defined by the equation (18). 
 

𝐸𝐸 =  1
𝑘𝑘 ∑(𝑡𝑡𝑖𝑖 − 𝑦𝑦𝑖𝑖)2

𝑘𝑘

𝑖𝑖=1
 (18) 

 
Where k defined the number of output 
neurons, ti is the i-th targeted output and yi is 
the i-th predicted output. 
The Levenberg-Marquardt optimization 
algorithm is based on gradient evaluation by 
retro-propagation. It improves the 
convergence speed of the learning algorithm 
or avoids it being stuck to an unfavorable local 
solution. It is designed to approach second-
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where k defined the number of output neurons, ti is 
the i-th targeted output and yi is the i-th predicted 
output.
The Levenberg-Marquardt optimization algorithm is 
based on gradient evaluation by retro-propagation. It 
improves the convergence speed of the learning algo-
rithm or avoids it being stuck to an unfavorable local 
solution. It is designed to approach second-order 
training speed without the necessity to compute the 
Hessian matrix H that can be approximated as de-
scribed in the Equation (19) and the gradient g can be 
calculated as shown in Equation (20).
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Where e is a vector of network errors, and J is the 
Jacobian matrix containing first derivatives of the 
network errors with respect to the weights and 
biases.  
Backpropagation is used to determinate the 
Jacobian matrix J of performance with respect to the 
weight and bias variables X. Variables are adjusted 
according to Levenberg-Marquardt, as shown in 
equation (21). 
 

dX= - (J J+I mu) J e⁄  (21) 
 
Where I is the identity matrix, and mu  is the 
momentum parameter that is used to calculate the 
weight update to avoid the problem of local 
minimum. It is the case of a network stuck to local 
minimum and convergence does not occur. The 
value of mu is increased by an increase factor until 
the change above results in a reduced performance 
value. Then, the change is made to the network and 
𝑚𝑚𝑚𝑚 is decreased by a decrease factor.  
After several tests, we set 1e+1 and 1e-2 for 
respectively increase factor and decrease factor of 
mu, and an initial value of 1e-4, as presented in 
Table 2. 
Training with the Levenberg-Marquardt algorithm 
supports training with validation and test vectors. 
It can use a validation set to stop training if the 
network performance on this set remains the same 
for a specific number of iterations. 
Usually, training stops when the maximum 
number of iterations is reached, the performance is 
minimized to the goal, the performance gradient 
falls below the minimum gradient value, the 
maximum training time is exceeded, or the 
momentum parameter exceeds the maximum 
value.  
To have an algorithm independent from all these 
stop conditions, we set the parameters of the first 
row in the Table 2 to the highest value; 1e+3 for the  
maximum number of training iterations (epochs), 
infinite for the maximum training time and 1e+10 
for the maximum momentum. In addition, we set 
the parameters of the second row in the Table 2 to 
the less value; 0 for the optimal performance 
(error), and 1e-7 for the minimum gradient value. 
Therefore, the algorithm depends only on the 

parameter Maximum number of validation 
failures vf. The training stops when the 
validation performance is increased more 
than vf times. This parameter is set to six after 
many tests as presented in Table 2. We noticed 
that if the network performance does not 
improve after six iterations, it will be the same 
in 100 iterations, that argue the value of the 
parameter.  

Table 2 
Neural network training parameters. 

Maximum number of epochs 1e+3 
Maximum training time infinite 
Maximum value of momentum 1e+10 
Optimal performance (error)  0 
Minimum gradient value  1e-7 
Maximum number of validation 
failures  

6 

Initial value of momentum 1e-4 
Decrease factor of momentum 1e-2 
Increase factor of momentum 1e+1 
Learning rate 1e-3 

 
5.3 Texture Features Extraction 
To minimize the training time, instead of 
having the whole image as the network input, 
we will only introduce the texture features 
extracted from images. Features are extracted 
from the method of Sum and Difference 
Histograms SDH. The most appropriate 
features for classifying the stamps are; 
homogeneity (equation (22)), energy 
(equation (23)), correlation (equation (24)), 
and contrast (equation (25)).  
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where e is a vector of network errors, and J is the 
Jacobian matrix containing first derivatives of the 
network errors with respect to the weights and biases.
Backpropagation is used to determinate the Jacobi-
an matrix J of performance with respect to the weight 
and bias variables X. Variables are adjusted according 
to Levenberg-Marquardt, as shown in Equation (21).
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number of iterations is reached, the performance is 
minimized to the goal, the performance gradient 
falls below the minimum gradient value, the 
maximum training time is exceeded, or the 
momentum parameter exceeds the maximum 
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the less value; 0 for the optimal performance 
(error), and 1e-7 for the minimum gradient value. 
Therefore, the algorithm depends only on the 
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failures vf. The training stops when the 
validation performance is increased more 
than vf times. This parameter is set to six after 
many tests as presented in Table 2. We noticed 
that if the network performance does not 
improve after six iterations, it will be the same 
in 100 iterations, that argue the value of the 
parameter.  
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extracted from images. Features are extracted 
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where I is the identity matrix, and mu is the momentum 
parameter that is used to calculate the weight update to 
avoid the problem of local minimum. It is the case of a 
network stuck to local minimum and convergence does 
not occur. The value of mu is increased by an increase 
factor until the change above results in a reduced per-
formance value. Then, the change is made to the net-
work and 𝑚𝑢 is decreased by a decrease factor.
After several tests, we set 1e+1 and 1e-2 for, respec-
tively, increase factor and decrease factor of mu, and 
an initial value of 1e-4, as presented in Table 2.
Training with the Levenberg-Marquardt algorithm 
supports training with validation and test vectors. It 

Table 2
Neural network training parameters

Maximum number of epochs 1e+3

Maximum training time infinite

Maximum value of momentum 1e+10

Optimal performance (error) 0

Minimum gradient value 1e-7

Maximum number of validation failures 6

Initial value of momentum 1e-4

Decrease factor of momentum 1e-2

Increase factor of momentum 1e+1

Learning rate 1e-3

can use a validation set to stop training if the network 
performance on this set remains the same for a spe-
cific number of iterations.
Usually, training stops when the maximum number of 
iterations is reached, the performance is minimized 
to the goal, the performance gradient falls below the 
minimum gradient value, the maximum training time 
is exceeded, or the momentum parameter exceeds the 
maximum value.
To have an algorithm independent from all these stop 
conditions, we set the parameters of the first row in 
the Table 2 to the highest value; 1e+3 for the maximum 
number of training iterations (epochs), infinite for the 
maximum training time and 1e+10 for the maximum 
momentum. In addition, we set the parameters of the 
second row in the Table 2 to the less value; 0 for the op-
timal performance (error), and 1e-7 for the minimum 
gradient value. Therefore, the algorithm depends only 
on the parameter Maximum number of validation fail-
ures vf. The training stops when the validation perfor-
mance is increased more than vf times. This parameter 
is set to six after many tests as presented in Table 2. 
We noticed that if the network performance does not 
improve after six iterations, it will be the same in 100 
iterations that argue the value of the parameter.

5.3. Texture Features Extraction
To minimize the training time, instead of having the 
whole image as the network input, we will only in-
troduce the texture features extracted from images. 
Features are extracted from the method of Sum and 
Difference Histograms SDH. The most appropriate 
features for classifying the stamps are; homogeneity 
(Equation (22)), energy (Equation (23)), correlation 
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(Equation (24)), and contrast (Equation (25)):
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failures vf. The training stops when the 
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than vf times. This parameter is set to six after 
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Where I is the identity matrix, and mu  is the 
momentum parameter that is used to calculate the 
weight update to avoid the problem of local 
minimum. It is the case of a network stuck to local 
minimum and convergence does not occur. The 
value of mu is increased by an increase factor until 
the change above results in a reduced performance 
value. Then, the change is made to the network and 
𝑚𝑚𝑚𝑚 is decreased by a decrease factor.  
After several tests, we set 1e+1 and 1e-2 for 
respectively increase factor and decrease factor of 
mu, and an initial value of 1e-4, as presented in 
Table 2. 
Training with the Levenberg-Marquardt algorithm 
supports training with validation and test vectors. 
It can use a validation set to stop training if the 
network performance on this set remains the same 
for a specific number of iterations. 
Usually, training stops when the maximum 
number of iterations is reached, the performance is 
minimized to the goal, the performance gradient 

value.  
To have an algorithm independent 
stop conditions, we set the para
row in the Table 2 to the highest value
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(error), and 1e-7 for the minimum gradient value. 
Therefore, the algorithm depends only on the 

parameter Maximum number of validation 
failures vf. The training stops when the 
validation performance is increased more 
than vf times. This parameter is set to six after 
many tests as presented in Table 2. We noticed 
that if the network performance does not 
improve after six iterations, it will be the same 
in 100 iterations, that argue the value of the 
parameter.  
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Neural network training parameters. 

Maximum number of epochs 1e+3 
Maximum training time infinite 
Maximum value of momentum 1e+10 
Optimal performance (error)  0 
Minimum gradient value  1e-7 
Maximum number of validation 
failures  
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Initial value of momentum 1e-4 
Decrease factor of momentum 1e-2 
Increase factor of momentum 1e+1 
Learning rate 1e-3 

 
5.3 Texture Features Extraction 
To minimize the training time, instead of 
having the whole image as the network input, 
we will only introduce the texture features 
extracted from images. Features are extracted 
from the method of Sum and Difference 
Histograms SDH. The most appropriate 
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having the whole image as the network input, 
we will only introduce the texture features 
extracted from images. Features are extracted 
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where  Ps^   (i) is the   element  at   index   i   of  the normal-
ized sum histogram and  P̂d(j)  is the element at index j of 
the normalized difference histogram. The features “con-
trast” and “homogeneity” (local homogeneity) quantify 
the texture roughness, “correlation” quantifies the tex-
ture uniformity and the feature “energy” (global homo-
geneity) quantifies the texture homogeneity. Thus, our 
choice is argued for the stamp separation by the fact that 
the combination of these features successfully describes 
the different passport stamps. The purpose of this task is 
for training time reduction and best network training.

5.4. MLP Neural Network Architecture for 
Passport Stamps Classification
We optimize the number of hidden layers in order to 
reduce neural network’s training time and increase the 
classification accuracy. The number of hidden neurons 
was chosen after many trials in order to successfully 
distinguish the different stamp classes. The proposed 
neural network includes four input neurons in the in-
put layer which are extracted from the stamp images 
as features, seven fully connected hidden layers (5, 7, 
9, 9, 11, 13 and 13 neurons) and three output neurons at 
the output layer. We chose the Hyperbolic tangent sig-
moid as transfer function for the seven hidden layers. 
First, passport stamps are manually classified to de-
fine the target outputs. These outputs are presented as 
[1 0 0] for entry local stamp, [0 1 0] for exit local stamp 
and [0 0 1] for foreign stamp. Then, MLP output will 
be computed in the training process according to these 
target values. After the MLP neural network is trained, 
the values of test set are used to evaluate the network 
performance. The basic structures of the MLP neural 
network proposed in this paper is depicted in Figure 9. 
For more explanation around the structure of the pro-
posed framework, the UML diagram for the proposed 
approach is illustrated in Figure 10.

Figure 9
Artificial neural network model designed for stamp classification

  

Where P̂S(i) is the element at index i of the 
normalized sum histogram and P̂d(j)is the element 
at index j of the normalized difference histogram. 
The features "contrast" and "homogeneity" (local 
homogeneity) quantify the texture roughness, 
"correlation" quantifies the texture uniformity and 
the feature "energy" (global homogeneity) 
quantifies the texture homogeneity. Thus, our 
choice is argued for the stamp separation by the fact 
that the combination of these features successfully 
describes the different passport stamps. The 
purpose of this task is for training time reduction 
and best network training. 

5.4 MLP Neural Network Architecture for 
Passport Stamps Classification 
We optimize the number of hidden layers in order 
to reduce neural network’s training time and 
increase the classification accuracy. The number of 
hidden neurons was chosen after many trials in 
order to successfully distinguish the different 
stamp classes. The proposed neural network 

includes four input neurons in the input layer 
which are extracted from the stamp images as 
features, seven fully connected hidden layers 
(5, 7, 9, 9, 11, 13 and 13 neurons) and three 
output neurons at the output layer. We chose 
the Hyperbolic tangent sigmoid as transfer 
function for the seven hidden layers. First, 
passport stamps are manually classified to 
define the target outputs. These outputs are 
presented as [1 0 0] for entry local stamp, [0 1 
0] for exit local stamp and [0 0 1] for foreign 
stamp. Then, MLP output will be computed in 
the training process according to these target 
values. After the MLP neural network is 
trained, the values of test set are used to 
evaluate the network performance. The basic 
structures of the MLP neural network 
proposed in this paper is depicted in Figure 9. 
For more explanation around the structure of 
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6. Experimental Study
In this section, we aim to evaluate our approach for 
stamp classification. We first used different training 
sets to assess the effectiveness of the proposed meth-
od. Second, we compare our approach with other clas-
sifiers.
Because of the low variance in the stamp shape of 
Schengen areas, we will focus only on one European 
county. Our experiment will be made for France case 
where we will have three classes: entry France stamp 
(Figure 11(a)), exit France stamp (Figure 11(b)), and 
foreign stamp (Figure 11(c)).
The machine learning of neural network requires 
a large amount of data. Here, the size of the dataset 
plays an important role in the success of learning. For 
experiment purposes, we collected stamps extracted 
from many real passport papers.

Figure 10
An UML activity diagram showing the proposed framework. Activities and Actions within a dotted expansion region are 
executed once (are not executed for each incoming object)

framework

To design a more practical system, our experiments 
are not limited to scanned passport papers with high 
quality; they include captures from Webcam or smart-
phone. Image acquisition is designed to be performed 
with a scanner or any simple camera. As passport pa-
pers acquired from any camera, stamps have differ-
ent resolutions. In order to have a consistent dataset, 
each extracted passport stamp should be rotated and 
placed in a fixed image- frame of 340×270 (pixels).
Our aim at this level is to increase the number of 
stamps to have a neural network able to successful-
ly learn the different stamp types. To do that, first 
we added noise to each stamp image. Here, we used 
Gaussian noise, Poisson noise and Salt and pepper 
noise. Second, we created other images by adjusting 
the intensity values.
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Figure 11
Sample stamps used for the performance evaluation: (a) 
entry France stamps (b) exit France stamps and (c) foreign 
stamps
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To design a more practical system, our experiments 
are not limited to scanned passport papers with 
high quality; they include captures from Webcam 
or smartphone. Image acquisition is designed to be 
performed with a scanner or any simple camera. As 
passport papers acquired from any camera, stamps 
have different resolutions. In order to have a 
consistent dataset, each extracted passport stamp 
should be rotated and placed in a fixed image-
frame of 340×270 (pixels). 
Our aim at this level is to increase the number of 
stamps to have a neural network able to 
successfully learn the different stamp types. To do 
that, first we added noise to each stamp image. 
Here, we used Gaussian noise, Poisson noise and 
Salt and pepper noise. Second, we created other 
images by adjusting the intensity values.  
Finally, we rotated stamp images by different 
angles. After these steps, we managed to have a 
dataset of 9120 stamps, 3040 stamps per class. 

The validation of the proposed approach is 
through the quantitative and the qualitative 
evaluation. Figure 12 illustrates the 
input/output results of each step of the 
proposed stamp extraction approach. 
Referring to the achieved visual results, 
presented in figure 12, we can say that the 
proposed method produced effective and 
robust segmentation and classification results. 
Indeed, we were able to identify and to decide 
between the various zones: stamp and non-
stamp. In addition, we could identify the 
boundaries of the objects. The quality of 
segmentation is still justified by better stamp 
distinction from blurred passport papers. In 
order to evaluate the performance and the 
effectiveness of the proposed approach, we 
conduct several experiments with different 
training subsets TS. We randomly selected 
TS=10%, 20%, 30%,40%, 50%, 60%, 70%, 80% 
and 90% of our dataset as training sets from 
each class to investigate the impact of varying 
the number of training samples to be selected 
on the effectiveness of each method. The 
remaining stamps are used for testing. 
As a first and baseline experiment, networks 
are trained on our dataset. We train multiple 
versions of the network with the different 
dataset partitions. Because of the random 
initialization, the experiments were executed 
fifteen times with different random training 
sets. 
The accuracy value over training images and 
test images is measured as the performance 
criteria, in order to quantitatively evaluate the 
obtained results and to compare the 
effectiveness of the proposed model. 
In order to identify outliers and evaluating 
extremities, full statistical analysis of the 
training and testing accuracies obtained by 
the proposed approach using different 
training sets (15 experiments for each training 
set size) are depicted by two boxplots in 
Figure 13. These boxplots provide basic 
information about the different accuracy 
values. It graphically depicts the group of 
numerical data according to their quartiles. 
Because the trained MLP network produces 
different results according to the initial 
training condition, we have averaged 15-trial 
results of the average accuracy for each 
training set size. Average training accuracies 
and testing accuracies obtained by the MLP 
classifier using different training sets, are 
presented in Table 3.  
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Finally, we rotated stamp images by different angles. 
After these steps, we managed to have a dataset of 
9120 stamps, 3040 stamps per class.
The validation of the proposed approach is through 
the quantitative and the qualitative evaluation.  
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effective and robust segmentation and classification 
results. Indeed, we were able to identify and to decide 
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In addition, we could identify the boundaries of the 
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by better stamp distinction from blurred passport 
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Figure 12
Example of the proposed stamp extraction approach from textured passport page: (a) Original image, (b) result of edge detection, 
(c) result of passport page segmentation, (d) detected stamps (stamp/non-stamp mask), and (e) extracted stamps
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Figure 13 
Boxplots of training and testing accuracies obtained by the proposed method using different training sets: (a) training 
accuracies, and (b) testing accuracies. 
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It can be observed that regardless the training 
subset size, the performance of the proposed 
method is promising with values ranging between 
81.60% and 94.47%. Having 70% of the dataset as a 
training set achieves the highest average testing 
accuracy of 94.47.  
To further evaluate the proposed method, other 
classification metrics are computed from the 
confusion matrix (Table 4) for TS=70% achieving a 

testing accuracy of 96.02% with 6384 training 
samples and 2128 training samples per class. 
These metrics are precision, recall and F1-
score. They are evaluated for each class: Entry 
Local Stamp (denoted ENLS), EXit Local 
Stamp (denoted EXLS) and Foreign Stamp 
(denoted FS), as presented in Table 5. It can be 
seen that the percentages are ranging between 
95.01% and 97.77% indicating the capacity of 
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Boxplots of training and testing accuracies obtained by the proposed method using different training sets: (a) training 
accuracies, and (b) testing accuracies

were executed fifteen times with different random 
training sets.
The accuracy value over training images and test im-
ages is measured as the performance criteria, in order 
to quantitatively evaluate the obtained results and to 
compare the effectiveness of the proposed model.
In order to identify outliers and evaluating extremi-
ties, full statistical analysis of the training and testing 
accuracies obtained by the proposed approach using 
different training sets (15 experiments for each train-
ing set size) are depicted by two boxplots in Figure 13. 
These boxplots provide basic information about the 
different accuracy values. It graphically depicts the 
group of numerical data according to their quartiles.
Because the trained MLP network produces different 
results according to the initial training condition, we 
have averaged 15-trial results of the average accuracy 
for each training set size. Average training accuracies 
and testing accuracies obtained by the MLP classifier 
using different training sets, are presented in Table 3.
It can be observed that regardless the training subset 
size, the performance of the proposed method is prom-
ising with values ranging between 81.60% and 94.47%. 
Having 70% of the dataset as a training set achieves the 
highest average testing accuracy of 94.47.

To further evaluate the proposed method, other clas-
sification metrics are computed from the confusion 
matrix (Table 4) for TS=70% achieving a testing accu-
racy of 96.02% with 6384 training samples and 2128 
training samples per class. These metrics are preci-
sion, recall and F1- score. They are evaluated for each 

Table 3
Average training accuracy and testing accuracy obtained 
by MLP classifier using different training set

Training
subsets

Average training
accuracy (%)

Average testing
accuracy (%)

10% 88.80 81.60

20% 92.67 87.92

30% 95.99 91.31

40% 95.33 91.76

50% 96.14 93.76

60% 96.54 94.01

70% 96.8 94.47

80% 95.44 93.12

90% 95.44 93.12
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Table 6
Parameters setting of the architecture of the CNN model

Table 4
Confusion matrix for TS=70%, values between 
parentheses are the correspondent percentages (class1: 
ENLS, class2: EXLS and class3: FS)

Actual/Real

ENLS EXLS FS

Pr
ed

ic
te

d

ENLS 874
(95.83%)

28
(03.07%)

15
(01.64%)

EXLS 26
(02.85%)

876
(96.05%)

20
(02.19%)

FS 12
(01.31%)

08
(00.88%)

877
(96.16%)

Table 5
Classification metrics obtained by the proposed method

classes
Samples Precision

(%)
Recall

(%)
F1-

ScoreTrain Test

ENLS 2128 912 95.31 95.83 95.57

EXLS 2128 912 95.01 96.05 95.53

FS 2128 912 97.77 96.16 96.96

Figure 14
Average accuracy values achieved by the MLP classifier in 
comparison to other methods

class: Entry Local Stamp (denoted ENLS), EXit Local 
Stamp (denoted EXLS) and Foreign Stamp (denoted 
FS), as presented in Table 5. It can be seen that the 
percentages are ranging between 95.01% and 97.77% 
indicating the capacity of the proposed method to 
identify each class.

The proposed approach is compared with Extreme 
Learning Machines (ELM) [23] and Convolutional 
Neural Network (CNN) classifi ers [25].
The CNN classifi er seeks to learn features by itself, 
and these learned features are used in stamp classi-
fi cation. After many runs, we fi xed the parameters of 
the CNN model, i.e., the learning rate, the number of 
convolution layers, the number of nodes in the hidden 
layers, the kernel size. Table 6 reports the architecture 
of CNN. The learning rate is fi xed to 0.01 for the linear 
regression with softmax function and the number of 
training epochs is set to two.
For ELM classifi er, the number of hidden layers is 
twenty and the neurons use sigmoid as activation 
function.

The performance of the three methods are depicted in 
Figure 14. It is worthwhile to notice that, regardless 
of the number of training samples per class, the ob-
tained average accuracies showing that our approach 
based on a standard neural network outperforms the 
CNN and ELM models.

Hidden 
layer

Convolution
Rectifi ed 

Linear Unit
Pooling

1 3 × 3 × 1 × 8 Yes 2 × 2

2 3 × 3 × 8 × 16 Yes 2 × 2

3 3 × 3 × 16 × 32 Yes 2 × 2
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EXLS 2128 912 95.01 96.05 95.53
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The proposed approach is compared with Extreme 
Learning Machines (ELM) [23] and Convolutional 
Neural Network (CNN) classifiers [25]. 
The CNN classifier seeks to learn features by itself, 
and these learned features are used in stamp 
classification. After many runs, we fixed the 
parameters of the CNN model, i.e., the learning
rate, the number of convolution layers, the number 
of nodes in the hidden layers, the kernel size. Table 
6 reports the architecture of CNN. The learning rate
is fixed to 0.01 for the linear regression with 
softmax function and the number of training 
epochs is set to two. 

Table 6
Parameters setting of the architecture of the 
CNN model.

Hidden 
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Convolution Rectified 
Linear Unit

Pooling

1 3 × 3 × 1 × 8 Yes 2 × 2
2 3 × 3 × 8 × 16 Yes 2 × 2
3 3 × 3 × 16 × 32 Yes 2 × 2

For ELM classifier, the number of hidden 
layers is twenty and the neurons use sigmoid 
as activation function.
The performance of the three methods are 
depicted in Figure 14. It is worthwhile to 
notice that, regardless of the number of 
training samples per class, the obtained 
average accuracies showing that our approach 
based on a standard neural network 
outperforms the CNN and ELM models. 
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classifier in comparison to other methods.

Compared with ELM, the achieved accuracies 
illustrated in Figure 15 show that our 
approach has the power to perfectly detect 
stamps regardless the number of runs. As can 
be seen in Figure 15, using 70% of the dataset 
as training set achieves the best performance 
in terms of accuracy. Using 10%, 20%, 30%,
40%, 50%, 60%, 70%, 80% or 90% of the dataset 
as a training set from each class, does not 
affect the performance of the MLP classifier 
over the ELM classifier. Our method 
outperforms the ELM even with 304 training 
samples per class, which is the case of a 
training set containing only 10% of the whole 
dataset (TS=10%).

Compared with ELM, the achieved accuracies illus-
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power to perfectly detect stamps regardless the num-
ber of runs. As can be seen in Figure 15, using 70% of the 
dataset as training set achieves the best performance 
in terms of accuracy. Using 10%, 20%, 30%, 40%, 50%, 
60%, 70%, 80% or 90% of the dataset as a training set 
from each class, does not aff ect the performance of the 
MLP classifi er over the ELM classifi er. Our method 
outperforms the ELM even with 304 training samples 
per class, which is the case of a training set containing 
only 10% of the whole dataset (TS=10%).
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Figure 15
Comparison between MLP and ELM using different 
training set size: (a) TS=10%, (b) 20%, (c) 30%, (d) 40%, (e) 
50%, (f ) 60%, (g) 70%, (h) 80% and (i) 90%
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Figure 16
Comparison of the proposed method with ELM and CNN 
classifiers using boxplots of 15-trial accuracies for each train-
ing set size on 9120 stamps: (a) boxplot of training accuracies 
obtained by the proposed classifier, (b) boxplot of testing accu-
racies obtained by the proposed classifier, (c) boxplot of train-
ing accuracies obtained by the ELM classifier, (d) boxplot of 
testing accuracies obtained by the ELM classifier, (e) boxplot 
of training accuracies obtained by the CNN classifier, and (f ) 
boxplot of testing accuracies obtained by the CNN classifier
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Compared with ELM and CNN classifiers, the different 
accuracies presented in Figure 16 can further prove the 
effectiveness of the proposed approach. It presents six 
boxplots evaluating extremities, and illustrating full 
statistical analysis of the classification results of the 
three methods. In fact, the obtained training and testing 
accuracies of ELM and CNN methods with different 
training sets do not exceed the results of our classifier.
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Table 7
Maximum Accuracy of different classifiers
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7. Conclusion 
The compulsory stamping of passports is a way 
to improve border control and combat illegal 
immigration. However, it leads to a proliferation 
of queues and longer waiting time. Therefore, 
automatic reading of passport information is a 
primary security issue in border control. Our 
proposed system helps the border officers 
performing these stamps checking operations 
automatically. A system supporting faster and 
safer border control processes. This solution is 
possible using intelligent tools to extract key 
information and quickly process them. At first, 
texture feature extraction is performed in order 
to find potential stamps. Next, image 
segmentation aimed at detecting objects of 
specific textures are employed. Then, isolated 
objects are extracted and classified with the help 
of multi-layer perceptron artificial network into 
three categories: entry local stamp, exit local 
stamp, and foreign stamp. Trained system can in 
a fairly short time return the information about 
the category of each stamp in a passport page. 
The proposed stamp classification by a low-cost 
neural network model is performed after an 

image pre-processing and stamp extraction 
using a texture analysis method and a fuzzy 
classifier. One of the strong points of this 
approach is that do not rely on stamp color and 
is not limited to specific stamp shape. We have 
demonstrated the effectiveness of our technique 
by evaluating the average accuracy (94.47%) on 
real travel documents having different types of 
stamps. Nonetheless, our results have been 
achieved using a rather small dataset of images 
and with only three classes of stamps. 
Recognizing the origin of each stamp would be a 
future work. Moreover, using a system with 
graphical processing unit (GPU) chips, and an 
extended dataset it is possible to get promising 
classification results with the help of CNN 
model. We will work on the creation of a huge 
dataset of passport stamps needed for 
convolutional neural network in order to 
promote the application of CNN techniques. 
Also, we have analyzed only passport pages 
containing isolated stamps, which is a limitation 
of the proposed system. In future, we plan to 
extend it for overlapped stamps. 
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Using 50% of the dataset as training set, with 1520 
training samples per class, the test accuracy can be in-
creased from 66.87% (TS=10%) to 96.23% which is the 
maximum accuracy of the MLP classifier, as present-
ed in Table 7 . It is an error reduction of 30%. Conven-
tional neural network classifier outperforms Extreme 
Learning Machine method with a testing average ac-
curacy of 76.56%, as shown in Table 7. However, better 
results are obtained by the proposed approach based 
on the multi-layer perceptron classifier, with a maxi-
mum average accuracy of 96.23% (Table 7). Here, the 
failure of CNN is explained by the needs a huge data-
set to train the network. As, this work is original and 
not yet treated in the literature related to passport 
stamp classification, there is no image base available. 
Therefore, the conventional neural network cannot 
be a solution for our task.

Methods Training
Accuracy

Testing
Accuracy

Conventional Neural
Network (CNN)

80.03% 76.56%

Extreme Learning
Machine (ELM)

63.82% 62.55%

Multi-Layer
Perceptron (MLP)

98.40% 96.23%
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Table 8
Time needed to train and test the classifiers using 70% of 
the dataset as training set

Methods Training Testing

CNN (2 epochs)
16 min,
24 sec

1 min,
15 sec

CNN (4 epochs)
47 min,

3 sec
1 min,
23 sec

MLP
1 min,
30 sec

0.0733 sec

ELM 0.4219 sec 0.0156 sec

(c)

(a)

(b)

It is indispensable to pay attention to the problems 
of modern classification like CNN, where the need 
for a large training set and the huge time expenditure 
needed to train such a classifier.
As our goal is to achieve a reasonable run time and 
high performance, the CNN model does not offer 
an accurate classifier solution for our task due to the 
long training time, as presented in Table 8. Using 
AMD Radeon (TM) R5 M330 as GPU and Intel(R) 
Core(TM) i5-7200U CPU @ 2.50 GHz (4 CPUs), 2.70 
GHz as CPU, the proposed approach based on MLP 
is more than 15 times faster than the CNN network 
model. It presents a huge reduction of the runtime 
needed for training and testing.

We note that ELM achieves better results in terms 
of execution time, it is trained and tested in real-time. 
However, with a maximum accuracy of 62.55%, it can-
not be an accurate classifier. As the main idea of this 
work is to provide a fast and accurate classifier, MLP 
is the preferred network for our case. In order to have 
a compact, quickly assimilated summary of the execu-
tion time data, boxplots of training time for the three 
classifiers are presented in Figure 17. It provides a 
visual summary of the time data showing median val-
ues, dispersion of the data set, and signs of skewness. 
In terms of speed, the proposed classifier proved to be 
faster than CNN. Although, ELM has the minimum 
execution time.
The results for seven-layer Levenberg- Marquardt 
feed-forward neural network show that stamps were 
classified correctly. The network model performed in 
this paper has yielded an average accuracy of 94.47% 
(for TS=70%), which is achieved in almost one min-

Figure 17
Training time of the proposed method, ELM and CNN classifiers 
using many training set sizes: (a) training time boxplot of 
the proposed classifier, (b) training time boxplot of the ELM 
classifier, and (c) training time boxplot of CNN classifier
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ute for training and test. The degree of accuracy of a 
system usable in a real environment is promising.
Another strong point of our system is to distinguish 
between entry and exit stamps, since for the Schengen 
space case the entry stamp is almost identical to the 
exit one, as shown in the Figure 11 (a) and (b).
Experiments show that our system has the power to 
perfectly detect stamps with high degree of degra-
dation. It can robustly handle the poor image qual-
ity and it is insensitive to stamp shape, orientation 
and scale-variation. It leads to improved robustness 
against overlapping stamps and image degradation 
that otherwise would corrupt stamp detection. It can 
easily separate stamps from other elements in pass-
port paper.

7. Conclusion
The compulsory stamping of passports is a way to 
improve border control and combat illegal immigra-
tion. However, it leads to a proliferation of queues and 
longer waiting time. Therefore, automatic reading of 
passport information is a primary security issue in 
border control. Our proposed system helps the bor-
der officers performing these stamps checking op-
erations automatically. A system supporting faster 
and safer border control processes. This solution is 
possible using intelligent tools to extract key infor-
mation and quickly process them. At first, texture fea-

ture extraction is performed in order to find potential 
stamps. Next, image segmentation aimed at detect-
ing objects of specific textures are employed. Then, 
isolated objects are extracted and classified with the 
help of multi-layer perceptron artificial network into 
three categories: entry local stamp, exit local stamp, 
and foreign stamp. Trained system can in a fairly 
short time return the information about the category 
of each stamp in a passport page. The proposed stamp 
classification by a low-cost neural network model is 
performed after an image pre-processing and stamp 
extraction using a texture analysis method and a fuzzy 
classifier. One of the strong points of this approach is 
that do not rely on stamp color and is not limited to 
specific stamp shape. We have demonstrated the ef-
fectiveness of our technique by evaluating the average 
accuracy (94.47%) on real travel documents having 
different types of stamps. Nonetheless, our results 
have been achieved using a rather small dataset of 
images and with only three classes of stamps. Recog-
nizing the origin of each stamp would be a future work. 
Moreover, using a system with graphical processing 
unit (GPU) chips, and an extended dataset it is pos-
sible to get promising classification results with the 
help of CNN model. We will work on the creation of a 
huge dataset of passport stamps needed for convolu-
tional neural network in order to promote the applica-
tion of CNN techniques. Also, we have analyzed only 
passport pages containing isolated stamps, which is a 
limitation of the proposed system. In future, we plan 
to extend it for overlapped stamps.
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