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Abstract. Estimating the probability of failure due to a rare and abnormal situation may face the need to deal with information which is incomplete and involves uncertainties. Two sources of information are applied to this estimating: a small-size statistical sample and a fragility function. This function is used to express aleatory and epistemic uncertainties related to the potential failure. The failure probability is estimated by carrying out Bayesian inference. The central problem of probability estimating is formulated as Bayesian updating with imprecise data. Such data are represented by a set of continuous epistemic probability distributions of fragility function values related to elements of the small-size sample. The Bayesian updating with the set of continuous distributions is carried out by discretising these distributions. The discretisation yields a new sample used for updating. This sample consists of fragility function values which have equal epistemic weights. Several aspects of numerical implementation of the discretisation and subsequent updating are discussed and illustrated by two examples.
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1. Introduction

Abnormal situations occurring during exploitation of technical objects are among the main reasons for failures of these objects. As a rule, an abnormal situation is a highly random event of short duration which can be caused (triggered off) by component failure, human error, man-made accident, extreme natural phenomenon. Abnormal situations are a natural subject of the quantitative risk assessment (QRA) [1-5]. QRA applies Bayesian reasoning to a systematic quantification of risk posed by these situations [6, 7]. A probability of failure of a technical object subjected to an abnormal situation can be component of such risk [8-10].

One of the main approaches to estimating the probability of failure due to an abnormal situation is a decomposition of the problem into two subproblems: (i) predicting characteristics of abnormal situation and (ii) modelling the fragility of object subjected to this situation. The fragility is quantified in terms of conditional failure probabilities expressed as a fragility function. Such a decomposition is widely used, for instance, in the earthquake risk assessment [11-15] and extreme wind risk assessment [16, 17]. A solution of the subproblems (i) and (ii) may face the need to deal with sparse and uncertain information related to both abnormal situation and potential failure due to this situation.

Methods proposed for estimating probabilities using sparse and uncertain information are numerous. These methods are based either on fuzzy logic, probability theory, possibility theory, or evidence theory and their general purpose is modelling uncertainties [11, 13, 18-23]. In line with QRA, these uncertainties are divided into aleatory (irreducible) one and epistemic (reducible) one (e.g. [6, 7]). Although a comparative state-of-art review of the aforementioned methods is not available, one can state that some of them can be used for modelling uncertainty in the fragility to an abnormal situation. In case where this modelling is done in the Bayesian format, the failure probability can be estimated by carrying out Bayesian inference which takes the mathematical form of Bayesian updating with imprecise (fuzzy) data [5, 8, 9, 24]. Such data is generated in the course of estimation and represented by continuous epistemic probability distributions of fragility function values. These distributions express the epistemic uncertainty inherent in the fragility function.

A relatively small number of approaches were proposed to solve the problem of Bayesian updating with
imprecise data [25-28]. In the case where the data uncertainty are expressed by epistemic probability distributions, the only practicable approaches seem to be either averaging out data uncertainties ("data averaging approach") or averaging conventional Bayesian posterior distributions ("posterior averaging approach") (see articles [25] and [28] and the references therein). By their nature, both approaches are heuristic ad hoc procedures.

The data averaging is a trivial procedure which replaces the epistemic distributions of data uncertainty by mean values of these distributions. Unfortunately, most of the information expressed by the epistemic distributions is lost due to such averaging (can not be further propagated). The posterior averaging is a more sophisticated approach. It is based on the use of discrete distributions quantify epistemic uncertainty in individual data points. This data must have a relatively simple form of a single uncertain datum, for instance, number of failures [25, 28]. The latter approach is not directly applicable to the case where the data uncertainty is modelled by continuous distributions. Such a case is considered in the present paper.

A discretisation of continuous distributions of data uncertainty could be a help in applying the posterior averaging approach. This paper shows that a special kind of discretisation allows to dispense with the posterior averaging and to create a set of data which can directly enter into Bayes theorem through a likelihood function. This discretisation is applicable to the aforementioned epistemic distributions of fragility function values. A Bayesian updating with the data generated by discretising these distributions will yield a posterior distribution expressing the epistemic uncertainty in the failure probability under estimation.

2. Problem and background information

Let the random event \( \mathcal{F} \) denote a potential failure of a technical object due to an abnormal situation which is represented by the random event \( \mathcal{A} \). The conditional probability of \( \mathcal{F} \) can be expressed in the form of a mean value [5, 8, 9, 24]:

\[
\mu = P(\mathcal{F}|\mathcal{A}) = \int_P P(\mathcal{F}|\mathcal{Y}) dP_\mathcal{Y}(\mathcal{Y}) = E_\mathcal{Y}(P(\mathcal{F}|\mathcal{Y})), \quad (1)
\]

where \( \mathcal{Y} \) is the random vector of the characteristics which represent the abnormal situation; \( y \) and \( F_\mathcal{Y}(y) \) are the value of \( \mathcal{Y} \) and its joint distribution function (d.f.), respectively; \( P(\mathcal{F}|\mathcal{Y}) \) is the conditional probability of \( \mathcal{F} \) given \( y \); \( E_\mathcal{Y}(\cdot) \) denotes the mean value with respect to \( \mathcal{Y} \); and \( P(\mathcal{F}|\mathcal{Y}) \) denotes a function of the random vector \( \mathcal{Y} \). \( P(\mathcal{F}|\mathcal{Y}) \) relates the particular value \( y \) to the probability of \( \mathcal{F} \) and is called the fragility function (f.f.). Its arguments \( y \) are called the demand variables (e.g. [11, 13]).

In terms of QRA, the function \( P(\mathcal{F}|\mathcal{Y}) \) expresses the aleatory uncertainty in occurrence of \( \mathcal{F} \) given an abnormal situation with characteristics \( y \). However, values of \( P(\mathcal{F}|\mathcal{Y}) \) can be uncertain in the epistemic sense. Several different approaches were proposed to model the epistemic uncertainty in \( P(\mathcal{F}|\mathcal{Y}) \) [11-13, 16, 29]. A systematic review of these approaches is not available at present. However, the most consistent approach seems to be developing \( P(\mathcal{F}|\mathcal{Y}) \) by means of Bayesian parameter estimation [11, 13]. The epistemic uncertainty in \( P(\mathcal{F}|\mathcal{Y}) \) is expressed by means of the Bayesian limit state function \( g(z, y; \theta) \). In this function, \( z \) is the vector describing the technical object exposed to an abnormal situation and \( \theta \) denotes the vector of model parameters. With a fixed (crisp) \( \theta \), \( P(\mathcal{F}|\mathcal{Y}) \) expresses aleatory uncertainty only and is defined as

\[
F(y) = P(\mathcal{F}|\mathcal{Y}) = P(g(Z, y; \theta) \leq 0), \quad (2)
\]

where \( Z \) is the random vector quantifying the aleatory uncertainty in \( z \).

A possible epistemic uncertainty in \( \theta \) is modelled by a random vector \( \Theta \) with a joint probability density function (p.d.f.) \( \pi(\theta) \) and joint d.f. \( F_\Theta \). In the Bayesian framework, the p.d.f. \( \pi(\theta) \) is treated as a prior distribution which can be updated by means of the standard Bayesian procedure [11, 13]. With the random \( \Theta \), the f.f. \( P(\mathcal{F}|\mathcal{Y}) \) for a given \( y \) becomes an epistemic random variable (r.v.). Such an r.f. will quantify both aleatory and epistemic uncertainty:

\[
F(y|\Theta) = P(\mathcal{F}|\mathcal{Y}, \Theta) = P(g(Z, y; \Theta) \leq 0). \quad (3)
\]

For brevity sake, the functions \( F(y) \) and \( F(y|\Theta) \) will be called the aleatory f.f. and the epistemic f.f., respectively. The following consideration seeks to answer the question, how to estimate \( P(\mathcal{F}|\mathcal{A}) \) by applying two sources of information about the abnormal situation under analysis: (a) the aleatory and epistemic f.f.s \( F(y) \) and \( F(y|\Theta) \); (b) a small-size statistical sample \( y \) consisting of experimental observations of \( y \):

\[
y = \{y_1, y_2, ..., y_j, ..., y_n\}, \quad (4)
\]

where \( y_j \) is the value of \( y \) recorded in the \( j \)-th experiment. The case is considered where the size \( n \) of \( y \) is too small to fit the d.f. \( F_\Theta(y) \) in the standard statistical way. The case of the small \( n \) is considered to be realistic one because experiments imitating an abnormal situation can be too expensive to obtain a large-size \( y \).

3. Estimating the failure probability with the aleatory fragility function
3.1. Developing the prior density

The mean value \( \mu \) defined by Eq (1) is amenable to Bayesian inference. The prior \( \pi(\mu) \) of \( \mu \) can be specified by utilizing knowledge about the abnormal situation under study [9, 24]. Such knowledge, more
or less relevant to the situation, can often be represented by the mathematical model

\[ y = \mathbf{v}(x | \xi), \]  

(5)

where \( x \) is the vector which represents information allowing to predict the characteristics \( y \); \( \xi \) is the vector of parameters of the vector function \( \mathbf{v}(\cdot) \) which are uncertain in the epistemic sense. Information represented by \( x \) may be uncertain in the aleatory sense and this uncertainty can be modelled by a random vector \( X \) with an aleatory d.f. \( F_X(x) \). Epistemic uncertainties related to \( \xi \) can be expressed by introducing a random vector \( \Xi \) with a d.f. \( F_\Xi(\xi) \).

Replacing \( Y \) in the function \( P(F|Y) \) by the random function \( \mathbf{v}(X | \Xi) \) and averaging out the aleatory uncertainty expressed by \( X \) yield the epistemic r.v.

\[ M = E_X(F(\mathbf{v}(X | \Xi))) = \int E_X(F(\mathbf{v}(X | \Xi)))dF_X(x). \]  

(6)

A value of \( M \) is the failure probability at given \( \xi \). A density of \( M \) can be used as the prior \( \pi(\mu) \) quantifying the epistemic uncertainty in \( P(F|\Xi) \) [9, 24].

3.2. New data

The potential abnormal situation may be unique by a large margin and so may not fit fully in the prior knowledge expressed by the model \( \mathbf{v}(\cdot) \). The source of the partial irrelevance may lie in structure of \( \mathbf{v}(\cdot) \) and/or data used to fit the d.f. \( F_X(x) \) and estimate the parameters \( \xi \).

The new data necessary for estimating \( \mu \) can be derived from the sample \( y \). This sample can be used for estimating \( \mu \) if it possesses the property of statistical representativeness and is relevant to the abnormal situation under analysis.

Given the sample \( y \) and the aleatory f.f. \( F(y) \), one can simplify estimating \( \mu \) by introducing a fictitious sample

\[ p = \{p_1, p_2, \ldots, p_n\}. \]  

The element \( p_j \) of \( p \) is equal to \( F(y) \). The introduction of \( p \) allows to simplify the estimation problem by switching from a multi-dimensional analysis to a one-dimensional case.

3.3. Updating procedure

The usual Bayesian posterior \( \pi(\mu | data) \) is proportional to the product \( \pi(\mu)pL(data | \mu) \), where \( L(data | \mu) \) is the likelihood function and “data” is represented by the sample \( p \). The posterior \( \pi(\mu | data) \) can be replaced by an estimated one [8, 9, 24]:

\[ \hat{\pi}(\mu | data) \propto \hat{\pi}(\mu)\hat{L}(data | \mu), \]  

(8)

where \( \hat{L}(data | \mu) \) is an estimate of \( L(data | \mu) \) based on bootstrap estimation of the density of the pivotal quantity \( \hat{\mu} - \hat{M} \), where \( \hat{\mu} \) is the mean value of the sample \( p \).

The estimate \( \hat{L}(data | \mu) \) is calculated by the following expression [30]:

\[ \hat{L}(\mu | data) = \frac{1}{B}w\sum\limits_{b=1}^{B} \frac{2\hat{\mu}_b - \mu - \hat{\mu}_b}{w}, \]  

(9)

where \( B \) is the number of random bootstrap samples of the size \( n \) generated from the empirical d.f. \( \hat{F}_n \) of \( p; \hat{\mu}_b \) is the mean value of the \( b \)th bootstrap sample; \( w \) is a bandwidth (window width, smoothing parameter).

The resulting \( \hat{\pi}(\mu | data) \) is obtained by

\[ \hat{\pi}(\mu | \hat{\mu}_b) = C(\hat{\mu}_b)\pi(\mu)\hat{L}(\hat{\mu}_b | \mu), \]  

(10)

where \( C(\hat{\mu}_b) \) is the normalizing constant.

Computational implementation of the bootstrap-based updating procedure is relatively simple. The estimates \( \hat{L}(\mu | \hat{\mu}_b) \) and \( \hat{\pi}(\mu | \hat{\mu}_b) \) can be computed almost automatically (see, e.g., the book [31] for details).

3.4. First example: the use of aleatory fragility function

3.4.1. Prior knowledge

The failure probability \( P(F|\Xi) \) is to be estimated for an abnormal situation which can be caused by an accidental explosion within a 150×200 m² zone of a plant consisting of industrial explosives (Figure 1). The factor \( F \) consists in a loss of containment of a steel tank built outside the zone due to action of the blast wave generated by the explosion [32-34]. The prior knowledge is expressed by the model

\[ y = v(x | \xi) = v'(\psi(x_1, x_2)) = v\left(\xi, \frac{0.1x_1^{1.3}}{r(x_2, x_3)^3} + \frac{0.43x_1^{2.3}}{r^2(x_2, x_3)} + \frac{1.4x_1}{r^3(x_2, x_3)}\right), \]  

(11)

where \( y \) is the peak positive overpressure of the blast wave reflected by the tank; \( r(x_1, x_2) \) is the standoff of the explosion (Figure 1); \( v'(\cdot) \) is the deterministic function used to transform the incident peak overpressure into the reflected one [35]; \( \xi \) is the dimensionless factor used to adjust the standard trinitrotoluol model \( \psi(x_1, x_2, x_3) \) to the explosive under analysis.

The aleatory uncertainty is related to arguments \( x = (X_1, X_2, X_3)^T \) and expressed by the random vector \( X = (X_1, X_2, X_3)^T \). Its components are the normally distributed mass of explosive, \( X_1 \sim N(30 \text{ kg}, 3 \text{ kg}) \), and the uniformly distributed coordinates of explosion centre, \( X_2 \sim U(0 \text{ m}, 150 \text{ m}) \) and \( X_3 \sim U(0 \text{ m}, 200 \text{ m}) \). The epistemic uncertainty is introduced into the prior knowledge by assuming that the adjustment factor \( \xi \) is
uncertain in the epistemic sense. This uncertainty is modelled by a lognormal r.v. \( \Xi \sim L(0.17975, 0.11957) \) (with the mode of 1.17 and the coefficient of variation equal to 0.15).
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Figure 1. The site on which the abnormal situation may occur

The vulnerability of the tank to the explosion is expressed by the aleatory f.f. \( F(y \mid \theta) \) represented by the normal d.f. with fixed parameters \( \theta = (\theta_1, \theta_2)^T = (7 \text{ kPa}, 0.7875 \text{ (kPa)}^2) \).

3.4.2. Prior density of the failure probability

The prior density \( \pi(\mu) \) can be specified by fitting it to the sample \{\( \mu_1, \mu_2, \ldots, \mu_n \}\}. The sample element \( \mu_j \) is an estimate of the mean value \( E_\xi(F(\mu \mid \xi_j \mid \theta)) \) at the given value \( \xi_j \) of the epistemic r.v. \( \Xi \) (see Eq. (6)). To generate the sample of \( \mu_j \), the values \( \xi_j \) were sampled by means of a stochastic (Monte Carlo) simulation from \( L(0.17975, 0.11957) \).

The sample size \( n = 1000 \). A lognormal p.d.f. \( L(0.17975, 0.11957) \) was fitted to this sample \( y_j \) of the overpressure \( y \). The goodness of fit of the density \( \pi(\mu) \) shown in Figure 2 is, strictly speaking, low. However, the ideal fit is not an end in itself. The density \( \pi(\mu) \) merely quantifies the initial guess at \( P(F \mid \mathcal{AS}) \). Therefore \( \pi(\mu) \) can be subjective to some extent (not fit ideally the simulated sample of \( \mu_j \)).

\[ \begin{align*}
1 & 27.0 & 117 & 3.767 & 1.3450089 \times 10^{-4} \\
2 & 26.9 & 142 & 4.276 & 1.0697380 \times 10^{-3} \\
3 & 28.2 & 132 & 4.160 & 6.8615251 \times 10^{-4} \\
4 & 31.5 & 125 & 3.944 & 2.8665579 \times 10^{-4} \\
5 & 29.3 & 92 & 4.916 & 9.4388105 \times 10^{-3} \\
6 & 33.3 & 50 & 2.920 & 2.1316347 \times 10^{-6} \\
7 & 30.0 & 119 & 4.791 & 6.4023419 \times 10^{-3} \\
8 & 34.6 & 86 & 4.032 & 4.1149950 \times 10^{-4} \\
9 & 33.0 & 39 & 2.294 & 5.6915293 \times 10^{-8} \\
\end{align*} \]

Table 1. New data \( y \) (experimental records of the overpressure \( y \)) and corresponding sample of f.f. values, \( p \), by applying the aleatory f.f. \( F(y \mid \theta) \).

3.4.3. New information used for updating

The model \( \mathcal{X}(x \mid \xi) \) is only partially relevant to the situation shown in Figure 1. It is valid for a distant free-field explosion on the ground which forms a horizontal plane. However, the tank is surrounded by a circular protective soil embankment. This will significantly influence the blast wave and reduce the reflected overpressure \( y \). Thus the model \( \mathcal{X}(x \mid \xi) \) is sufficient only to specify the prior density \( \pi(\mu) \). This should be updated using new data \( y \).

The new data \( y \) were obtained from a series of nine experiments which investigated the interaction of blast wave and circular embankment \( n = 9 \). Elements of the sample \( y \) are given in Table 1. This sample was transformed into the sample of f.f. values, \( p \), by applying the aleatory f.f. \( F(y \mid \theta) \).

The number of bootstrap replications, \( B \), was based on the rules of thumb suggested in the books [36, p. 52] and [37, p. 21]. The estimate of the likelihood function, \( \hat{L}(\mu_0 \mid \mu) \) was obtained by applying the Gaussian kernel function \( \kappa(\cdot) \) (e.g. [37, p. 168]).

\[ \begin{align*}
\text{Chi-Square test} & = 19.54864, \text{df} = 9 (\text{adjusted}), p = 0.02091 \\
\text{Kolmogorov-Smirnov d} & = 0.03584, p < 0.20
\end{align*} \]

Figure 2. Histogram of the sample \{\( \mu_1, \mu_2, \ldots, \mu_{1000} \)\} and the modified lognormal prior \( \pi(\mu) = 2.71691, 0.519298 \times 20\% \) fitted to this sample

Figure 3. Prior density \( \pi(\mu) \) and the likelihood function estimate \( \hat{L}(\mu_0 \mid \mu) \) and posterior density estimate \( \hat{\pi}(\mu \mid \hat{\mu}_0) \)
On Applying Sparse and Uncertain Information to Estimating the Probability of Failure due to Rare Abnormal Situations

The approximation of the posterior density \( \tilde{\pi}(\mu | \tilde{\mu}_0) \) was computed at the bandwidth \( w = 0.1 \). This value was chosen using the rule \( w \propto B^{1/3} \) proposed by Davison and Henley [37, p. 227]. The approximation \( \tilde{\pi}(\mu | \tilde{\mu}_0) \) was obtained by a numerical calculation. The normalizing constant \( C(\tilde{\mu}_0) \) found by a numerical integration is equal to 2.99. The densities \( \pi(\mu) \) and \( \tilde{\pi}(\mu | \tilde{\mu}_0) \) as well as the estimate \( \hat{L}_{1000}(\tilde{\mu}_0 | \mu) \) are shown in Figure 3.
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**Figure 4.** An approach to a discretisation of the continuous distribution of the epistemic random variable \( P_j \)

A value of \( M' \) is the failure probability corresponding to given values \( \xi \) and \( \Theta \) of \( \Xi \) and \( \Theta \). A density of \( M' \) can be applied as a natural prior \( \pi(\mu) \) of \( \mu \) [24].

### 4.2. Sample of new data

In case of the epistemic f.f. \( F(y | \Theta) \), an incorporation of the new data \( y \) into updating \( \pi(\mu) \) becomes non-trivial. The element \( y_j \) of \( y \) generates an epistemic r.v.

\[
P_j = F(y_j | \Theta),
\]

which can be treated as imprecise observation with its own p.d.f. \( f_j(p) \) and d.f. \( F_j(p) \) (Figure 4a,b). Consequently, the epistemic f.f. \( F_{y | \Theta} \) requires to update \( \pi(\mu) \) using a set of \( n \) imprecise “observations” \( \{P_1, P_2, \ldots, P_j, \ldots, P_n\} \).

An updating of the prior \( \pi(\mu) \) with the information expressed by the r.v.s \( P_j \) is a non-trivial problem. The posterior averaging approach mentioned in Introduction is not directly applicable to the present case. This approach was developed for a discrete distribution of a single uncertain datum [25, 28]. In principle, the posterior averaging could be applied by discretising the distributions of \( P_j \) in the traditional way. However, these distributions can be discretised and the prior \( \pi(\mu) \) updated without using the posterior averaging. The heuristic principle of this discretisation is that it should yield \( m \) values \( p_{jk} \) of \( P_j \) and these values should have equal epistemic weights \( w_k = 1/m \) (\( k = 1, 2, \ldots, m \)). The equal weights \( w_k \) assure that none of \( p_{jk} \)s will be preferred to others. The equal weights \( w_k \) is an analogy with the equal attitude towards elements of a sample collected by following a standard probability sampling scheme (e.g. [38, p. 106]).

The suggested principle of the discretisation is illustrated in Figure 4b,c. The values \( p_{jk} \) can be calculated by

\[
p_{jk} = F_j^{-1}(k/(m+1)) \quad (k = 1, 2, \ldots, m),
\]

where \( F_j^{-1}(\cdot) \) is the inverse d.f. of \( P_j \). The non-uniformly arranged values \( p_{jk} \) can be interpreted as ones of a r.v. with the probability masses \( w_k \) equal to \( 1/(m+1) \) (Figure 4c). The discretisation leads to a loss of the upper tail area \( 1 - F_j(p_{jm}) \) (Figure 4a), and so \( w_k \) do not strictly satisfy the condition \( \sum_k w_k = 1 \). However, this discrepancy will decrease when the number \( m \) increases.

After the transformation (14) is applied to all \( n \) elements of the sample \( y \), a new sample consisting of \( n \times m \) elements is obtained:

\[
p = \{(p_{jk}, k = 1, 2, \ldots, m), j = 1, 2, \ldots, n\}.
\]

When the same number \( m \) is applied to discretise each \( P_j \), all elements of \( p \) will have equal epistemic weights approximately equal to \( 1/m \). Then the sample \( p \) defined by Eq (15) can be applied in place of the sample (7) to updating the prior \( \pi(\mu) \).
4.3. Numerical implementation and recipes

The discretisation of the continuous probability distribution of \( P_j \) distorts to a degree the information expressed by this distribution. In addition, the discretisation raises the question about the number \( m \) of the discrete values \( p_{jk} \) related to a specific \( y_j \). One can expect that the larger is \( m \) the closer is the distribution of the probabilities \( p_{jk} \) \((k = 1, 2, \ldots, m)\) to the distribution of \( P_j \) \((e.g., \text{the closer is the mean } \mu \text{ of the values } p_{jk} \text{ to the mean of } P_j)\). However, the excessively large \( m \) will lead to an excessively large size \( n \times m \) of the sample \( p \). This in turn can influence the results of the Bayesian updating of the prior density \( \pi(\mu) \).

At present, one can say that the number \( m \) can be chosen adaptively. Criteria for the choice of \( m \) can be based on an interpretation of the quantities \( p_{jk} \) as a statistical sample which can be denoted by \( p_j = \{p_{jk} ; k = 1, 2, \ldots, m\} \). (16)

<table>
<thead>
<tr>
<th>Distribution type</th>
<th>Mean ( \bar{P}_j )</th>
<th>St. dev. ( \sigma P_j )</th>
<th>Parameter ( \mu )</th>
<th>Parameter ( \sigma )</th>
<th>Skewness ( \alpha P_j )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>0.05</td>
<td>0.03</td>
<td>0.05</td>
<td>0.05</td>
<td>0</td>
</tr>
<tr>
<td>Lognormal</td>
<td>0.05</td>
<td>0.03</td>
<td>-3.149475</td>
<td>0.554513</td>
<td>2.02*</td>
</tr>
<tr>
<td>Lognormal</td>
<td>0.05</td>
<td>0.05</td>
<td>-3.342306</td>
<td>0.8325546</td>
<td>4.0*</td>
</tr>
</tbody>
</table>

**Calculated by the formula \( \alpha P_j = (\exp\{\sigma^2\}+2)(\exp\{\sigma^2\}-1)^{-1/2} \)**

<table>
<thead>
<tr>
<th>Characteristics of the initial sample ( p_j )</th>
<th>Characteristics of the adjusted sample ( p'_j )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m )</td>
<td>( \bar{P}_j )</td>
</tr>
<tr>
<td>1</td>
<td>0.04711</td>
</tr>
<tr>
<td>2</td>
<td>0.04807</td>
</tr>
<tr>
<td>3</td>
<td>0.04894</td>
</tr>
<tr>
<td>4</td>
<td>0.04935</td>
</tr>
</tbody>
</table>

Case 1: \( P_j \sim N(0.05, 0.03^2) \); \( p'_j \) obtained by means of the transformation (17)

Case 2: \( P_j \sim L(-3.149475, 0.554513) \); \( p'_j \) obtained by means of the transformation (17)

Case 3: \( P_j \sim L(-3.342306, 0.8325546) \); \( p'_j \) obtained by means of the transformation (17)

Case 4: \( P_j \sim L(-3.342306, 0.8325546) \); \( p'_j \) obtained by means of the transformation (19)

\( ^{(1)} \) Negligibly small value not exceeding \( 1 \times 10^{-15} \)

\( ^{(2)} \) \( \Delta_1 = 0.29, \ (3) \ \Delta_2 = 0.22, \ (4) \ \Delta_3 = 0.14, \ (5) \ \Delta_4 = 0.11 \)

These criteria can be derived by comparing the empirical distribution of \( p_j \) to the distribution of \( P_j \). As an illustration, let us assume three distributions of \( P_j \) having the same mean and different degrees of skewness (Table 2). Each of them was discretised and four samples \( p_j \) were created using the values of \( m = 10, 20, 50, \) and 100. Descriptive measures of \( p_j \) are given in Cols. 2 to 4 of Table 3. It follows from this table that the difference between the mean values \( \bar{P}_j \) of \( p_j \) and the distribution mean \( EP_j = 0.05 \) increases with the increase of the distribution skewness \( \alpha P_j \). The standard deviation \( sp_j \) and skewness \( ap_j \) of \( p_j \) is smaller than the corresponding values of the probability distributions \( \alpha P_j \) and \( \alpha P_j \) (Tables 2 and 3). This, probably, is due to the loss of the upper tail area of the distribution of \( P_j \) (Figure 4a).
The deviation of the descriptive measures of \( p'_j \) from the corresponding theoretical values can be eliminated or decreased by transforming \( p'_j \). For instance, a simple linear transformation of the sample \( p'_j \) will not change the type of distribution of \( p'_j \), namely,
\[
p'_{jk} = (\sigma p'_j / s p'_j)(p'_{jk} - \bar{p}'_j) + EP'_j, \tag{17}
\]
Eq (17) yields an adjusted sample
\[
p'_j = \{p'_{jk}, k = 1, 2, ..., k \}, \tag{18}
\]
with the mean value and standard deviation precisely equal to the corresponding characteristics of \( P'_j \) (Cols. 6 and 7, Table 3). At the same time, the transformation (17) leaves the skewness of \( p'_j \) unchanged (Cols. 4 and 7, Table 3).

The transformation (17) is applicable to both symmetrical and skewed distributions. However, it can produce negative values of \( p'_{jk} \), especially, in case of small probabilities (e.g., Cases 1 and 3, Table 3). As probability is limited by the interval \([0, 1]\), Eq (17) is applicable only to the case where \( p'_{jk} > 0 \) (Case 2, Table 3).

The sample \( p'_j \) can be adjusted to the distribution of \( P'_j \) by applying the transformation
\[
p'_{jk} = p_{jk}(1 + \Delta_j(p_{jk} - p_{j1})/p_{j1}), \tag{19}
\]
where \( \Delta_j \) is the adjustment factor, the value of which can be chosen adaptively. The transformation (19), strictly speaking, is non-linear; however, the departure from linearity is not large at small values of \( \Delta_j \). The transformation (19) makes the mean value \( \bar{p}'_j \) of the adjusted sample \( p'_j \) virtually equal to the distribution mean \( EP'_j \) (Case 4, Col. 6, Table 3). At the same time, it makes standard \( sp'_j \) and skewness \( \alpha p'_j \) of \( p'_j \) closer to the respective values \( \sigma p'_j \) and \( \alpha p'_j \), especially in case of small values of \( m \) (Case 4, Cols. 7 and 8 in Table 3).

The minimum value of \( m \) can be chosen by applying goodness-of-fit tests to the samples \( p'_j \). For instance, Table 4 shows results of applying two standard tests to the sample \( p'_j \) obtained by discretising one of the lognormal distributions. One can conclude that \( p'_j \) fits the lognormal distribution quite well even at \( m = 10 \).

Further implementation problem is that the type of the probability distribution of \( P'_j \) will in most cases be unknown. However, the probability \( p'_{jk} \) following from Eq (14) is the quantile of the r.v. \( P'_j \) with the level of \( k/(m+1) \). In such a case the value \( p'_{jk} \) can be estimated by the empirical quantile \( \hat{p}'_{j,k(m+1)} \) computed for the sample
\[
p'_{jk} = \{p_{j1}, p_{j2}, ..., p_{j1}, ..., p_{p_m'j} \}, \tag{20}
\]
where the sample element \( p_{jk} \) is obtained by sampling the value \( \theta_j \) of the parameter vector \( \Theta \) from \( F_\Theta \) and evaluating the f.f. \( F(y_j | \Theta) \) for the pair \( y_j \) and \( \theta_j \):
\[
p_{jk} = F(y_j | \Theta_j). \tag{21}
\]
With the sample \( p'_j \), the empirical quantile \( \hat{p}'_{j,k(m+1)} \) is obtained in the standard way, namely, by ordering elements of \( p'_j \) and choosing the element with the number \( n_kx(k(m+1)+1) \).

Two sets of the samples \( p'_j \) and \( p''_j \) can be combined into two samples
\[
p'_j = \{p'_j, j = 1, 2, ..., n \}, \quad p''_j = \{p''_j, j = 1, 2, ..., n \}. \tag{22, 23}
\]

The first sample \( p''_j \) can be applied to updating the prior p.d.f. \( \pi(\mu) \) instead of the initial sample \( p'_j \) defined by Eq (15). The simulated sample \( p''_j \) can be used to control the quality of information represented by the sample \( p'_j \) obtained by means of discretisation. It is natural to expect that descriptive measures of \( p'_j \) and \( p''_j \) will be relatively close to each other.

### 4.4. Second example: the use of epistemic fragility function

#### 4.4.1. Prior density of failure probability

The first example described in Sec 3.4 will now be expanded by introducing an epistemic f.f. \( F(y_j | \Theta) \). This is expressed by a d.f. of a normal distribution, \( F(y_j | \Theta_1, \Theta_2) \), with uncertain mean \( \Theta_1 \) and uncertain variance \( \Theta_2 \). They are assumed to be independent and distributed as indicated in Table 5. The gamma prior \( G(18, 14.962) \) of the precision \( \Theta_2^{-1} \) is equivalent to an inverted gamma prior IG(18, 14.962) of the variance \( \Theta_2 \) [39, p.20]. The unique mode of IG(18, 14.962) is 0.7875 (kPa)\(^2\) (e.g. [40, p.119]). This value is equal to the “crisp” value of the corresponding f.f. parameter \( \theta_2 \) (Sec 3.4.1).

As in the previous example (Sec 3.4.2), the prior density \( \pi(\mu) \) was fitted using a nested loop simulation.
procedure. This generated the sample \{\mu_1, \mu_2, \ldots, \mu_n\}, the \(l\)th element of which, \(\mu_l\), is an estimate of the mean value \(E_{\theta}(\theta_i(X|\psi_l))\) at the given values \(\psi_l\) and \(\theta = (\theta_0, \theta_1)^T\) (see Eq (7)). The latter value was sampled from the distributions given in Table 5. The sample size \(n_l\) was assumed to be equal to 1000.

### Table 5. Prior distributions of the f.f. parameters \(\theta_1\) and \(\theta_2\)

<table>
<thead>
<tr>
<th>Parameter of f.f.</th>
<th>Type of prior</th>
<th>Parameters of prior distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\theta_1)</td>
<td>Normal</td>
<td>7 kPa (mean), 0.77 kPa (sd. dev.)</td>
</tr>
<tr>
<td>(\theta_2)</td>
<td>Gamma</td>
<td>18 (shape), 14.962 (kPa)−2 (scale), 1.136 (kPa)−2 (mode)</td>
</tr>
</tbody>
</table>

*According to recommendations of Congdon [39, p. 19]*

It was problematic to fit a widely known univariate probability distribution to the sample \{\mu, \mu_2, \ldots, \mu, \ldots, \mu_{100}\}. Therefore this was transformed into the

### Table 6. Descriptive measures of the samples \(p, p', \) and \(p''\) used in the first and second examples

<table>
<thead>
<tr>
<th>Sample size</th>
<th>Mean</th>
<th>Std. dev.</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Minimum</th>
<th>Maximum</th>
<th>10th prc.</th>
<th>90th prc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>0.02048</td>
<td>5.692⋅10−4</td>
<td>1.78</td>
<td>2.02</td>
<td>5.692⋅10−4</td>
<td>6.402⋅10−3</td>
<td>—*</td>
<td>—</td>
</tr>
<tr>
<td>450</td>
<td>0.013234</td>
<td>5.2357</td>
<td>34.331</td>
<td>5.60⋅10−14</td>
<td>0.3724</td>
<td>2.27⋅10−7</td>
<td>0.03406</td>
<td></td>
</tr>
<tr>
<td>900</td>
<td>0.013261</td>
<td>5.5544</td>
<td>39.680</td>
<td>3.89⋅10−12</td>
<td>0.4356</td>
<td>1.94⋅10−17</td>
<td>0.03414</td>
<td></td>
</tr>
<tr>
<td>900 000</td>
<td>0.013197</td>
<td>6.3105</td>
<td>55.820</td>
<td>0.0</td>
<td>0.9590</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
</tbody>
</table>

*Not calculated*

### Table 7. Descriptive measures of the simulated samples \(p_j\) obtained with \(n_l = 100 000\) and computed for the elements \(y_j\) of the initial sample \(y\)

<table>
<thead>
<tr>
<th>(j)</th>
<th>(y_j) (kPa)</th>
<th>Mean</th>
<th>Std. dev.</th>
<th>Skew.</th>
<th>Kurt.</th>
<th>Minimum</th>
<th>Maximum</th>
<th>10th prc.</th>
<th>90th prc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.03414</td>
<td>0.03414</td>
<td>0.03414</td>
<td>0.03414</td>
<td>0.03414</td>
<td>0.03414</td>
<td>0.03414</td>
<td>0.03414</td>
<td>0.03414</td>
</tr>
<tr>
<td>2</td>
<td>0.03414</td>
<td>0.03414</td>
<td>0.03414</td>
<td>0.03414</td>
<td>0.03414</td>
<td>0.03414</td>
<td>0.03414</td>
<td>0.03414</td>
<td>0.03414</td>
</tr>
</tbody>
</table>

4.4.2. New information used for updating

The new information was represented by the sample \(p'\) obtained by clustering the nine samples \(p'_j\) \((j = 1, 2, \ldots, 9);\) see Eqs (18) and (22). The sample \(p'_j\) was computed by transforming the corresponding sample \(p_j\) by means of Eq (19). The linear transformation (17) was not applied because it produced negative elements \(p'_{jk}\) of \(p'_j\) in all nine cases. The sample \(p\) is a result of discretising the r.v. \(P_j\) with the d.f. \(F_p(p)\) into a set of \(m\) quantiles \(p_{jk}\) defined by Eq (14). As the d.f. \(F_p(p)\) is not known in the present case, the values \(p_{jk}\) were estimated by the empirical quantities \(\hat{p}_{jk(n+1)}\) computed for the samples \(p'_j\), each consisting of 100 000 simulated values \(p_{n_j}\) of the r.v. \(F_p(y | \theta)\) (i.e., \(n_l = 100 000\), see Eq (20)). The discretisation of \(P_j\) was carried out using two sets of the quantiles \(\hat{p}_{jk(n+1)}\), namely, \(m = 50\) and \(m = 100\).
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The simulated samples $p_j^*$ were combined into the sample $p^*$ consisting of 900,000 elements (Eq (23)). Descriptive measures of $p^*$ and $p_j^*$ are given in Tables 6 and 7, respectively.

The samples $p_j^*$ can be used to control the results of the discretisation expressed by the samples of quantiles, $p_i$ and $p_j^*$. For instance, descriptive measures of the latter samples computed for the case $m = 100$ are given in Tables 8 and 9. Descriptive measures of $p_j$ differ from the ones of $p_j^*$ to a relatively large extend (compare Tables 7 and 8). The transformation (19) produced the samples $p_j^*$ which are closer to $p_j^*$ in terms of their mean values, standard deviations, and skewnesses (compare Tables 7 and 9). Larger differences in the descriptive measures were obtained only in the cases of $j = 9$ and $j = 6$, namely, in cases of a relatively large skewness of the samples $p_j^*$ and $p_{j}^*$ (lines 6 and 9, Table 7). One can conclude that in case of highly skewed samples $p_j^*$ the transformation (19) should be replaced by a more sophisticated one which will yield better adjustment of the samples $p_i$ to the simulated samples $p_j^*$.

The samples $p_j^*$ can be used to control the results of the discretisation expressed by the samples of quantiles, $p_i$ and $p_j^*$. For instance, descriptive measures of the latter samples computed for the case $m = 100$ are given in Tables 8 and 9. Descriptive measures of $p_j$ differ from the ones of $p_j^*$ to a relatively large extend (compare Tables 7 and 8). The transformation (19) produced the samples $p_j^*$ which are closer to $p_j^*$ in terms of their mean values, standard deviations, and skewnesses (compare Tables 7 and 9). Larger differences in the descriptive measures were obtained only in the cases of $j = 9$ and $j = 6$, namely, in cases of a relatively large skewness of the samples $p_j^*$ and $p_{j}^*$ (lines 6 and 9, Table 7). One can conclude that in case of highly skewed samples $p_j^*$ the transformation (19) should be replaced by a more sophisticated one which will yield better adjustment of the samples $p_i$ to the simulated samples $p_j^*$.

The samples $p_j^*$ can be used to control the results of the discretisation expressed by the samples of quantiles, $p_i$ and $p_j^*$. For instance, descriptive measures of the latter samples computed for the case $m = 100$ are given in Tables 8 and 9. Descriptive measures of $p_j$ differ from the ones of $p_j^*$ to a relatively large extend (compare Tables 7 and 8). The transformation (19) produced the samples $p_j^*$ which are closer to $p_j^*$ in terms of their mean values, standard deviations, and skewnesses (compare Tables 7 and 9). Larger differences in the descriptive measures were obtained only in the cases of $j = 9$ and $j = 6$, namely, in cases of a relatively large skewness of the samples $p_j^*$ and $p_{j}^*$ (lines 6 and 9, Table 7). One can conclude that in case of highly skewed samples $p_j^*$ the transformation (19) should be replaced by a more sophisticated one which will yield better adjustment of the samples $p_i$ to the simulated samples $p_j^*$.

The samples $p_j^*$ can be used to control the results of the discretisation expressed by the samples of quantiles, $p_i$ and $p_j^*$. For instance, descriptive measures of the latter samples computed for the case $m = 100$ are given in Tables 8 and 9. Descriptive measures of $p_j$ differ from the ones of $p_j^*$ to a relatively large extend (compare Tables 7 and 8). The transformation (19) produced the samples $p_j^*$ which are closer to $p_j^*$ in terms of their mean values, standard deviations, and skewnesses (compare Tables 7 and 9). Larger differences in the descriptive measures were obtained only in the cases of $j = 9$ and $j = 6$, namely, in cases of a relatively large skewness of the samples $p_j^*$ and $p_{j}^*$ (lines 6 and 9, Table 7). One can conclude that in case of highly skewed samples $p_j^*$ the transformation (19) should be replaced by a more sophisticated one which will yield better adjustment of the samples $p_i$ to the simulated samples $p_j^*$.

The samples $p_j^*$ can be used to control the results of the discretisation expressed by the samples of quantiles, $p_i$ and $p_j^*$. For instance, descriptive measures of the latter samples computed for the case $m = 100$ are given in Tables 8 and 9. Descriptive measures of $p_j$ differ from the ones of $p_j^*$ to a relatively large extend (compare Tables 7 and 8). The transformation (19) produced the samples $p_j^*$ which are closer to $p_j^*$ in terms of their mean values, standard deviations, and skewnesses (compare Tables 7 and 9). Larger differences in the descriptive measures were obtained only in the cases of $j = 9$ and $j = 6$, namely, in cases of a relatively large skewness of the samples $p_j^*$ and $p_{j}^*$ (lines 6 and 9, Table 7). One can conclude that in case of highly skewed samples $p_j^*$ the transformation (19) should be replaced by a more sophisticated one which will yield better adjustment of the samples $p_i$ to the simulated samples $p_j^*$.

The samples $p_j^*$ can be used to control the results of the discretisation expressed by the samples of quantiles, $p_i$ and $p_j^*$. For instance, descriptive measures of the latter samples computed for the case $m = 100$ are given in Tables 8 and 9. Descriptive measures of $p_j$ differ from the ones of $p_j^*$ to a relatively large extend (compare Tables 7 and 8). The transformation (19) produced the samples $p_j^*$ which are closer to $p_j^*$ in terms of their mean values, standard deviations, and skewnesses (compare Tables 7 and 9). Larger differences in the descriptive measures were obtained only in the cases of $j = 9$ and $j = 6$, namely, in cases of a relatively large skewness of the samples $p_j^*$ and $p_{j}^*$ (lines 6 and 9, Table 7). One can conclude that in case of highly skewed samples $p_j^*$ the transformation (19) should be replaced by a more sophisticated one which will yield better adjustment of the samples $p_i$ to the simulated samples $p_j^*$.
For the case \( m = 100 \), clustering the nine samples \( p' \) resulted in a sample \( p' \) containing 900 elements and having descriptive measures presented in Table 6. This table contains also descriptive measures of the sample \( p' \) obtained with \( m = 50 \) and consisting of 450 elements. Results presented in Table 6 indicate that the samples \( p' \) are relatively close to the sample \( p'' \) as regards their mean values, standard deviations and measures of skewness. Consequently, the samples \( p' \) can be used for updating the prior p.d.f. \( \pi(\mu) \).

### 4.4.3. Results of updating by means of Bayesian bootstrap

The samples \( p' \) containing 450 and 900 elements were used to calculate the respective likelihood function estimates \( L_B(\hat{\mu}_{450} | \mu) \) and \( L_B(\hat{\mu}_{900} | \mu) \) by means of Eq (9). Then Eq (10) was used to obtain the approximations of posterior density, \( \hat{\pi}(\mu | \hat{\mu}_{450}) \) and \( \hat{\pi}(\mu | \hat{\mu}_{900}) \). The normalizing constants \( C(\hat{\mu}_{450}) \) and \( C(\hat{\mu}_{900}) \) found by a numerical integration are equal to 3.08868 and 3.089694, respectively. As in the previous example, the number of bootstrap replications, \( B \), necessary to generate the sample \( \{ \hat{\mu}_1, \hat{\mu}_2, \ldots, \hat{\mu}_B \} \) was taken to be equal to 1000 and the bandwidth \( w \) was chosen to be 0.1. Figure 7 shows the graphs of the functions \( \pi(\mu) \), \( L_B(\hat{\mu}_{450} | \mu) \), and \( \hat{\pi}(\mu | \hat{\mu}_{450}) \).

The difference between the likelihood function estimates \( L_B(\hat{\mu}_{450} | \mu) \) and \( L_B(\hat{\mu}_{900} | \mu) \) is slight (Figure 8). This results in a slight difference between the posterior densities, \( \hat{\pi}(\mu | \hat{\mu}_{450}) \) and \( \hat{\pi}(\mu | \hat{\mu}_{900}) \) (Figure 9). The random fluctuation of differences shown in Figures 8 and 9 is due to the application of the stochastic simulation to the sampling of bootstrap samples. The small difference between \( L_B(\hat{\mu}_{450} | \mu) \) and \( L_B(\hat{\mu}_{900} | \mu) \) can be explained by looking at the terms in the sum of Eq (9). The means values of the samples \( p' \) consisting of 450 and 900 elements are approximately equal, namely, \( \hat{\mu}_{450} = 0.013234 \) and \( \hat{\mu}_{900} = 0.013261 \) (Table 6). The mean values of the bootstrap samples \( \hat{\mu}_{450,b} \) and \( \hat{\mu}_{900,b} \) seem to be relatively close, no matter what is the size of \( p' \). An indirect confirmation of this are the virtually equal mean values of the samples consisting of \( \hat{\mu}_{450,b} \) and \( \hat{\mu}_{900,b} \):

\[
B^{-1} \sum_{b=1}^{B} \hat{\mu}_{450,b} = 0.0132398 \quad \text{(st.dev. of} \ \hat{\mu}_{450,b} = 0.00182),
\]

\[
B^{-1} \sum_{b=1}^{B} \hat{\mu}_{900,b} = 0.0132397 \quad \text{(st.dev. of} \ \hat{\mu}_{900,b} = 0.00128).
\]

The results just mentioned allow us to conclude that doubling the discretisation number \( m \) from 50 to 100 and so the size \( n \times m \) of the sample \( p' \) does not tangibly influence the posterior density \( \hat{\pi}(\mu | \hat{\mu}_{450}) \). Thus the number \( m \) should be chosen mainly for reasons of the best approximation of the continuous epistemic probability distribution by the sample \( p' \).

![Figure 7. Likelihood function estimate \( L(\hat{\mu}_{450} | \mu) \) (solid line), prior density \( \pi(\mu) \) (dash and line) and estimate of posterior density \( \hat{\pi}(\mu | \hat{\mu}_{450}) \) (dotted line) obtained with the bandwidth \( w = 0.1 \)](image)

![Figure 8. Values of the difference \( |L(\hat{\mu}_{450} | \mu) - L(\hat{\mu}_{900} | \mu)| \)](image)

![Figure 9. Values of the difference \( |\hat{\pi}(\mu | \hat{\mu}_{450}) - \hat{\pi}(\mu | \hat{\mu}_{900})| \)](image)

The approximation of the posterior density, \( \hat{\pi}(\mu | \hat{\mu}_{450}) \), expresses the updated epistemic uncertainty in the failure probability \( P(F | A_S) \). Figure 7 indicates that \( \hat{\pi}(\mu | \hat{\mu}_{450}) \) is more accurate that the prior density \( \pi(\mu) \). The degree of “accuracy” can be expressed by the ranges of non-conservative and conservative percentiles given in Table 10. The new nine experimental records of the blast wave represented by the sample \( y \) decreased the uncertainty expressed by the prior density \( \pi(\mu) \). One can
anticipate that the conservative percentiles derived from $\hat{\pi}(\mu | \hat{\mu}_{450})$ will be better understandable for the decision maker that the densities themselves. Thus the decision concerning the potential failure event $F$ can be made by applying these percentiles.

Table 10. Pairs of approximate percentiles derived from the prior densities $\pi(\mu)$ and the approximation of the posterior densities, $\hat{\pi}(\mu | \hat{\mu}_0)$ and $\hat{\pi}(\mu | \hat{\mu}_{450})$, obtained using the crisp fragility function $F(y | \Theta)$ and uncertain fragility function $F(y | \Theta)$

| Density characteristic | Densities obtained with $F(y | \Theta)$ | Densities obtained with $F(y | \Theta)$ |
|------------------------|----------------------------------------|----------------------------------------|
|                        | Prior $\pi(\mu)$ | Posterior estimate $\hat{\pi}(\mu | \hat{\mu}_0)$ | Prior $\pi(\mu)$ | Posterior estimate $\hat{\pi}(\mu | \hat{\mu}_{450})$ |
| 5th percentile         | 0.02813          | 0.0263                                   | 0.0205          | 0.0185                                   |
| 95th percentile        | 0.1553           | 0.1218                                   | 0.174           | 0.134                                    |
| Range                  | 0.1272           | 0.0955                                   | 0.1535          | 0.1155                                   |
| 1st percentile         | 0.0197           | 0.0186                                   | 0.0115          | 0.0105                                   |
| 99th percentile        | 0.2012           | 0.1593                                   | 0.236           | 0.175                                    |
| Range                  | 0.2015           | 0.1407                                   | 0.2245          | 0.1645                                   |

5. Conclusions

Estimating an imprecise failure probability by applying scarce and uncertain information related to a potential failure in an abnormal situation has been considered. Two sources of information were applied to this estimating: (i) a small-size statistical sample consisting of experimental observations of characteristics of abnormal situation and (ii) fragility function used to express aleatory and epistemic uncertainty related to the potential failure. Estimating the failure probability was formulated as a problem of Bayesian inference. Epistemic uncertainty in the failure probability was expressed by means of Bayesian prior and posterior distributions. The central problem of estimating was Bayesian updating with imprecise data. Such data were an intermediate result of probability estimating. The imprecise data were represented by a set of continuous epistemic probability distributions of the fragility function values related to elements of the small-size sample.

The Bayesian updating with the set of continuous epistemic distributions is possible by discretising these distributions. The discretisation yields a new sample which can be used for updating. This sample consists of fragility function values, each of which has equal epistemic weight. Such a discretisation can be obtained by dividing the range of the inverse distribution function of each epistemic distribution into equal intervals. In case where the continuous epistemic distributions are highly skewed, an additional transformation of the discrete distribution can improve the discretisation.

The proposed approach is also applicable to the case where the continuous epistemic distributions are not available in the explicit form and must be represented by simulated samples of fragility functions values. In this case, the discretisation can be obtained using percentiles of the simulated samples. Such a simulation will be possible for the fragility function, the values of which can be evaluated with a relatively small computational effort.

Estimating the failure probability using the sample resulting from the discretisation was illustrated by two examples. The probability of failure due to an accidental explosion was considered in these examples. The probability was estimated using a fragility function which expresses the aleatory uncertainty only and a fragility function which quantifies both aleatory and epistemic uncertainty.
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