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Classification is an important data analysis and data mining technique. Taking into account the comprehensi-
bility of the classifier generated, an adaptive hybrid ant colony optimization algorithm called A_HACO is pro-
posed which can effectively solve classification problem and get the comprehensible classification rules at the 
same time. The algorithm incorporates the artificial bee colony optimization strategy into the ant colony algo-
rithm. The ant colony global optimization process is used to adaptively select the appropriate rule evaluation 
function for the data set given. Based on the classification rules obtained, the artificial bee colony optimiza-
tion strategy is used to tackle the continuous attributes for further optimization of classification rules. This 
approach is evaluated experimentally using different standard real datasets, and compared with some proposed 
related classification algorithms. It shows that A_HACO can adaptively select the appropriate rule evaluation 
function and has better accuracy compared with related works.
KEYWORDS: ant colony optimization, artificial bee colony optimization, classification, classification rule, rule 
evaluation function.

1. Introduction
Classification is an important data analysis tech-
nique, which is widely used in the areas such as im-
age processing, pattern recognition and management 
science. Depending on whether the classifier gener-

ated is comprehensible or not, existing algorithms 
can be divided into two types which are classification 
algorithms with incomprehensible classifier (CAIC) 
and comprehensible classifier (CACC), respectively. 
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Complex and incomprehensible mathematical func-
tions are generated by CAIC such as support vector 
machine [1, 4, 15]. A set of classification rules are gen-
erated by CACC such as decision trees learning [2, 20, 
24]. In many real-life applications, both accuracy and 
comprehensibility are important so that domain ex-
perts can understand and validate classifier. Hence, 
this paper will focus on CACC.   
CACC includes parallel covering algorithms [2, 20] 
and sequential covering algorithms [14, 17]. Parallel 
covering algorithms generate all classification rules at 
one time, such as decision trees learning. It generates 
a decision tree from training examples by a greedy 
method, then, converts the decision tree into a set of 
classification rules. Decision trees learning is easier 
to converge to a local optimum solution because of no 
backtracking. Sequential covering algorithms gener-
ate a classification rule with highest accuracy every 
time, and get the ordered rules set in an incremental 
mode. Meta-heuristic methods can effectively tackle 
optimization problems, so sequential covering algo-
rithms based on meta-heuristic methods [3, 23] are 
more appealing to researchers. AntMiner [17] is the 
first classification algorithm based on ant colony op-
timization, which defines the heuristic information 
and pheromone information related to classification 
problems. However, the AntMiner can only tackle 
classification problems whose attributes are cate-
gorical, namely discrete classification problems. To 
improve the performance of AntMiner, algorithms 
[10, 14, 19] modify and extend the AntMinter from 
some aspects, such as pheromone updating function, 
heuristic information definition and rule evaluation 
function. Reference [16] is the classification algo-
rithm based on genetic method, which defines selec-
tion, crossover and mutation operation according to 
the characteristics of classification problems. It can 
only tackle categorical attributes. PSO/ACO [5] and 
PSO/ACO2 [6] cooperate particle swarm optimiza-
tion process with ant colony optimization process, 
which can tackle two kinds of attributes. In [21], the 
classification algorithm based on artificial bee colony 
can effectively tackle continuous attributes, but can-
not tackle categorical attributes. Since the real-life 
classification problems usually include both categor-
ical and continuous attributes, it is very meaningful 
for the research of classification algorithms which 
can tackle both kinds of attributes.

Moreover, the sequential covering algorithms use 
rule evaluation functions to evaluate the quality of 
rules. References [11-13] summarize some common 
rule evaluation functions, such as Klosgen measure, 
F-measure, Relative cost measure and M-estimate. 
Existing sequential covering algorithms based on me-
ta-heuristic method all fix a certain rule evaluation 
function. By analyzing the studies [11-13], we can see 
that given a data set, the performance of the algorithm 
varies with rule evaluation function used, and there is 
no rule evaluation function that performs well on all 
considered data sets. 
It is hard for the existing approaches to automatical-
ly identify an appropriate rule evaluation function 
during optimizing process for a given data set, and it 
results in low performance. In addition, the existing 
approaches are hard to handle both continuous and 
categorical attributes. To tackle these problems, an 
adaptive hybrid ant colony optimization algorithm 
called A_HACO is proposed in this paper. It combines 
the adaptive ant colony optimization process with 
the artificial bee colony optimization process. In the 
ant colony global optimization process, classification 
rules are incrementally constructed, and more impor-
tantly, the appropriate rule evaluation function can be 
automatically selected from the candidate rule eval-
uation functions based on the information obtained 
during the optimizing process. To effectively tackle 
the continuous attributes, an artificial bee colony op-
timization is designed and incorporated into the ant 
colony optimization process.
This paper is organized as follows. In Section 2, we 
give the details of the adaptive hybrid ant colony op-
timization algorithm for classification problem in-
cluding ant colony optimization model and searching 
strategies. The evaluations of this approach including 
its parameters tuning and comparative studies based 
on different standard real datasets are given in Sec-
tion 3. Finally, Section 4 summarizes the contribution 
of this paper along with some future research direc-
tions.

2. The A_HACO Algorithm
The adaptive hybrid ant colony optimization  
(A_HACO) algorithm for classification problems in-
corporates the artificial bee colony optimization pro-
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cess into the ant colony optimization process, which 
can incrementally construct accurate and compre-
hensible classification rules. In A_HACO, four candi-
date rule evaluation functions are considered, name-
ly, Klosgen measure, F-measure, M-estimate and Q+ 
[16]. In the ant colony optimization process, each 
rule evaluation function owns a group of artificial 
ants and a rule set. In the beginning, each rule evalua-
tion function has same amount of ants and rule set is 
null. Rule set is gradually expanded and artificial ants 
are dynamically adjusted according to the quality of 
rule evaluation function after generating a classifica-
tion rule. Rule sets are compared with each other to 
determine the quality of rule evaluation functions. 
Rule evaluation functions with high quality are allo-
cated more ants, and the number of ants correspond-
ing to rule evaluation functions with low quality is 
decreased. When the amount of ants equals to zero, 
corresponding rule evaluation function is abandoned. 
The artificial bee colony optimization process is used 
to tackle continuous attributes to further optimize the 
classification rule obtained in the adaptive ant colony 
global optimization process. The above process is re-
peated until only the best rule evaluation function is 
remained and all classification rules are generated. 

2.1. ACO and ABC Approaches
2.1.1. Ant Colony Optimization(ACO)
Ant colony optimization (ACO) [22] is a meta-heu-
ristic algorithm motivated by ants’ behavior, and 
has some notable features, such as distributed com-
puting, information positive feedback and heuristic 
searching. Ant colony algorithm has been widely ap-
plied to tackle discrete optimization problems [8, 18].
ACO is composed of three modules, which are search 
space representation, probabilistic state transition, 
and pheromone updating respectively. The main dif-
ference among ant colony algorithms is pheromone 
updating strategy. This paper is based on Max-Min 
ant system to realize classification tasks, so it takes 
Max-Min ant system as an example to introduce three 
modules of ACO:
1 Search space representation and pheromone ini-

tialization. ACO algorithm uses a graph model 
to represent optimization problem domain, and 
each  path represents a feasible solution of prob-
lems. Because of the absence of priori knowledge 
about the path quality at the beginning, most ACO 

algorithms give the same pheromone value for each 
edge of graph. Max-Min ant system sets upper and 
lower bounds for pheromone value, and uses upper 
bounds as initial pheromone value.

2 Probabilistic states transition. Define a problem 
dependent heuristic value, ants choose next vertex 
according to pheromone value ( ( )ij tτ ) and heuristic 
value ( ijη ). For the ant at vertex i, the probability Pij 
of going to vertex j is defined by (1)
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where α and β are weight parameters that indicate 
the relative importance of the pheromone and heu-
ristic value. The parameter allowedk denotes the 
vertexes to be visited by the ant k. The ant k uses 
parameter tabuk to record the vertexes visited al-
ready.

3 Pheromones update. The ant records the quality of 
paths by depositing pheromone. The more phero-
mone is deposited to the path with higher quality, 
otherwise, the less pheromone is deposited to the 
path with lower quality. In Max-Min ant system, 
the pheromone on the best path is reinforced, and 
the pheromone on other paths is evaporated. Pher-
omone value cannot exceed the upper and lower 
bounds. 

In ACO algorithm, construction graph represent-
ing search space, and the definitions of pheromone 
and  heuristic value are all related to the specific 
problem.

2.1.2. Artificial Bee Colony Optimization(ABC)
Artificial Bee Colony (ABC) is one of the most recent-
ly defined algorithms [9], inspired by the intelligent 
forage behavior of honey bees. ABC algorithm can find 
good solutions for continuous optimization problems, 
which has the features of faster convergence and ro-
bustness.
In ABC algorithm, the colony of artificial bees consists 
of three groups of bees: employed bees, onlookers and 
scouts. A food source represents a feasible solution 
for the optimization problem. The nectar amount of a 
food source corresponds to the quality of the solution. 
For every food source, there is only one employed bee. 
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In other words, the number of employed bees is equal 
to the number of food sources. The food source can-
not be improved through the predetermined number 
of trials ‘‘limit’’, then that food source is abandoned by 
its employed bee and then the employed bee becomes 
a scout. The scout is responsible to search a new food 
source. The onlooker chooses a food source to search 
according to the nectar amount of the food source, and 
as the nectar amount of the food source increases, the 
probability with the preferred source by an onlooker 
bee increases proportionally. The probability with the 
food source to be chosen by an onlooker is defined by 
formula (2).
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where fiti denotes the nectar amount of the food source i, 
and parameter SN denotes the amount of food sources, 
namely, the number of employed bees. 

The onlooker has a local search around the food source 
Xi chosen so as to find a neighbor food source. Different 
ABC algorithms have different strategies of local search. 
The following formula (3) is one of strategies of local 
search: 
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where Xij denotes the j-th element of food source Xi 
chosen by the onlooker, Vij denotes the j-th element of the 
neighbor food source Vi of Xi, ij is a random number 
between “-1” and “1”, Xkj denotes the j-th element of a 
random food source Xk(k<>j). The algorithm compares Vij 
with Xij, if Vij has an equal or better nectar amount than Xij, 
then Xij is replaced by Vij in the memory. Otherwise, Xij is 
retained in the memory. In other words, a greedy selection 

mechanism is employed as the selection operation between 
the old and the neighbor food sources. 

In ABC algorithm, the definitions of food source and 
strategy of local search are related to the specific problem. 

2.2 Ant Colony Optimization Model for Classification 
Problems 

According to the features of classification problems, the 
contents related to optimization problems in ACO are 
defined, and they include construction graph, 
pheromone information and heuristic information.  

In the construction graph for classification problems, 
each path represents a classification rule of the form if rule 
antecedent then rule consequent, where the rule antecedent 
is a conjunction of terms. The terms are of the form 
Attribute=value. Because ACO algorithm can only tackle 
categorical attributes, continuous attributes need to be 
discretized before constructing graph model. Based on 
decision trees learning [20], the paper converts a continuous 
attribute into a categorical attribute with two values 
according to the discretization rule of maximum information 
gain. Suppose that there are n attributes A1, A2,…, An with 
attribute Ai has pi values, the construction graph is defined as 
G=(V, Γ), where vertex set V={vstart, vstop}∪{vi,j|i=0, 1, 2, …, 
n; j=0, 1, 2,…, pi}, where vstart and vstop are start vertex and 
stop vertex, vertex vi,j denotes the j-th value of Ai, vertex 
vi,0=any denotes any value of Ai, vertex v0,j denotes the j-th 
value of categories; edge set Γ={<vi,j, vi+1,k>, <vstart, v1,k>, 
<vn,j, vstop>}, where i=1,2,…,n and k=0,1,2,…,pi。 

Heuristic information is used to measure the 
classification ability of a vertex, which is defined as 
follows:  
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where   denotes the evaporation factor of pheromone, 
best
belrule  denotes pheromone increment, pheromone of the 

path is reinforced only when the rule belrule represented by 
the path is the best rule, Rfi() is the i-th rule evaluation 
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2.2.1 Rule Generating 
Because the classification rule set varies with rule 
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where Xij denotes the j-th element of food source Xi 

chosen by the onlooker, Vij denotes the j-th element 
of the neighbor food source Vi of Xi, ijΦ

 
is a random 

number between “-1” and “1”, Xkj denotes the j-th ele-
ment of a random food source Xk(k<>j). The algorithm 
compares Vij with Xij, if Vij has an equal or better nec-
tar amount than Xij, then Xij is replaced by Vij in the 
memory. Otherwise, Xij is retained in the memory. 
In other words, a greedy selection mechanism is em-
ployed as the selection operation between the old and 
the neighbor food sources.
In ABC algorithm, the definitions of food source and 
strategy of local search are related to the specific 
problem.

2.2. Ant Colony Optimization Model for 
Classification Problems
According to the features of classification problems, 
the contents related to optimization problems in ACO 

are defined, and they include construction  graph, 
pheromone information and heuristic information. 
In the construction graph for classification problems, 
each path represents a classification rule of the form 
if rule antecedent then rule consequent, where the rule 
antecedent is a conjunction of terms. The terms are 
of the form Attribute=value. Because ACO algorithm 
can only tackle categorical attributes, continuous at-
tributes need to be discretized before constructing 
graph model. Based on decision trees learning [20], 
the paper converts a continuous attribute into a cat-
egorical attribute with two values according to the 
discretization rule of maximum information gain. 
Suppose that there are n attributes A1, A2,…, An with 
attribute Ai has pi values, the construction graph is 
defined as G=(V, Γ), where vertex set V={vstart, vstop}∪ 
{vi,j|i=0, 1, 2, …, n; j=0, 1, 2,…, pi}, where vstart and vstop 

are start vertex and stop vertex, vertex vi,j denotes the 
j-th value of Ai, vertex vi,0=any denotes any value of Ai, 
vertex v0,j denotes the j-th value of categories; edge set 
Γ={<vi,j, vi+1,k>, <vstart, v1,k>, <vn,j, vstop>}, where i=1,2,…,n 
and k=0,1,2,…,pi。

Heuristic information is used to measure the classifi-
cation ability of a vertex, which is defined as follows: 

the ant k. The ant k uses parameter tabuk to record the 
vertexes visited already. 

(3) Pheromones update. The ant records the quality of 
paths by depositing pheromone. The more pheromone is 
deposited to the path with higher quality, otherwise, the less 
pheromone is deposited to the path with lower quality. In 
Max-Min ant system, the pheromone on the best path is 
reinforced, and the pheromone on other paths is evaporated. 
Pheromone value cannot exceed the upper and lower 
bounds.  

In ACO algorithm, construction graph representing 
search space, and the definitions of pheromone and heuristic 
value are all related to the specific problem. 

2.1.2 Artificial Bee Colony Optimization(ABC) 
Artificial Bee Colony (ABC) is one of the most recently 

defined algorithms Error! Reference source not found., 
inspired by the intelligent forage behavior of honey bees. 
ABC algorithm can find good solutions for continuous 
optimization problems, which has the features of faster 
convergence and robustness. 

In ABC algorithm, the colony of artificial bees consists 
of three groups of bees: employed bees, onlookers and 
scouts. A food source represents a feasible solution for the 
optimization problem. The nectar amount of a food source 
corresponds to the quality of the solution. For every food 
source, there is only one employed bee. In other words, the 
number of employed bees is equal to the number of food 
sources. The food source cannot be improved through the 
predetermined number of trials ‘‘limit’’, then that food 
source is abandoned by its employed bee and then the 
employed bee becomes a scout. The scout is responsible to 
search a new food source. The onlooker chooses a food 
source to search according to the nectar amount of the food 
source, and as the nectar amount of the food source 
increases, the probability with the preferred source by an 
onlooker bee increases proportionally. The probability with 
the food source to be chosen by an onlooker is defined by 
formula (2). 

                           (2) 

where fiti denotes the nectar amount of the food source i, 
and parameter SN denotes the amount of food sources, 
namely, the number of employed bees. 

The onlooker has a local search around the food source 
Xi chosen so as to find a neighbor food source. Different 
ABC algorithms have different strategies of local search. 
The following formula (3) is one of strategies of local 
search: 
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where Tij is the set of uncovered training samples having 
the value of Ai equal to vi,j, and majorityclass(Tij) is the set 
of training samples with the most common category in Tij. 

The ants deposit a certain amount of pheromone to the 
paths according to the quality of solutions represented by 
paths. Only the pheromone on the best path is reinforced, 
and the pheromone on the other paths is evaporated. 
Pheromone updating rule is defined by (5). 
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where   denotes the evaporation factor of pheromone, 
best
belrule  denotes pheromone increment, pheromone of the 

path is reinforced only when the rule belrule represented by 
the path is the best rule, Rfi() is the i-th rule evaluation 
function. 

2.2.1 Rule Generating 
Because the classification rule set varies with rule 

evaluation functions, each rule evaluation function owns a 
group of artificial ants, a construction graph and a rule set. 
References [11-13] summarize some common rule 
evaluation functions, such as Klosgen measure, F-measure 
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where Tij is the set of uncovered training samples hav-
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the food source to be chosen by an onlooker is defined by 
formula (2). 

                           (2) 

where fiti denotes the nectar amount of the food source i, 
and parameter SN denotes the amount of food sources, 
namely, the number of employed bees. 

The onlooker has a local search around the food source 
Xi chosen so as to find a neighbor food source. Different 
ABC algorithms have different strategies of local search. 
The following formula (3) is one of strategies of local 
search: 

                    
(3) 

where Xij denotes the j-th element of food source Xi 
chosen by the onlooker, Vij denotes the j-th element of the 
neighbor food source Vi of Xi, ij is a random number 
between “-1” and “1”, Xkj denotes the j-th element of a 
random food source Xk(k<>j). The algorithm compares Vij 
with Xij, if Vij has an equal or better nectar amount than Xij, 
then Xij is replaced by Vij in the memory. Otherwise, Xij is 
retained in the memory. In other words, a greedy selection 
mechanism is employed as the selection operation between 
the old and the neighbor food sources. 

In ABC algorithm, the definitions of food source and 
strategy of local search are related to the specific problem. 

2.2 Ant Colony Optimization Model for Classification 

Problems 
According to the features of classification problems, the 

contents related to optimization problems in ACO are 
defined, and they include construction graph, 
pheromone information and heuristic information.  

In the construction graph for classification problems, 
each path represents a classification rule of the form if rule 
antecedent then rule consequent, where the rule antecedent 
is a conjunction of terms. The terms are of the form 
Attribute=value. Because ACO algorithm can only tackle 
categorical attributes, continuous attributes need to be 
discretized before constructing graph model. Based on 
decision trees learning [20], the paper converts a continuous 
attribute into a categorical attribute with two values 
according to the discretization rule of maximum information 
gain. Suppose that there are n attributes A1, A2,…, An with 
attribute Ai has pi values, the construction graph is defined as 
G=(V, Γ), where vertex set V={vstart, vstop}∪{vi,j|i=0, 1, 2, …, 
n; j=0, 1, 2,…, pi}, where vstart and vstop are start vertex and 
stop vertex, vertex vi,j denotes the j-th value of Ai, vertex 
vi,0=any denotes any value of Ai, vertex v0,j denotes the j-th 
value of categories; edge set Γ={<vi,j, vi+1,k>, <vstart, v1,k>, 
<vn,j, vstop>}, where i=1,2,…,n and k=0,1,2,…,pi。 

Heuristic information is used to measure the 
classification ability of a vertex, which is defined as 
follows:  

,

( )
( ) ,

i j

ij
v

ij

majorityclass T
t

T
   (4) 

where Tij is the set of uncovered training samples having 
the value of Ai equal to vi,j, and majorityclass(Tij) is the set 
of training samples with the most common category in Tij. 
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where   denotes the evaporation factor of pheromone, 
best
belrule  denotes pheromone increment, pheromone of the 

path is reinforced only when the rule belrule represented by 
the path is the best rule, Rfi() is the i-th rule evaluation 
function. 

2.2.1 Rule Generating 
Because the classification rule set varies with rule 

evaluation functions, each rule evaluation function owns a 
group of artificial ants, a construction graph and a rule set. 
References [11-13] summarize some common rule 
evaluation functions, such as Klosgen measure, F-measure 
and M-estimate. We select four rule evaluation functions 
with better performance as candidate rule evaluation 
functions in A_HACO, which are Klosgen measure, 
F-measure, M-estimate and Q+. 

Rule evaluation function is usually specified as a 
function f (p, n, P, N), where p and n refer to respectively 
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where ρ  denotes the evaporation factor of phero-
mone, best

belruleτ∆  denotes pheromone increment, pher-
omone of the path is reinforced only when the rule 
belrule represented by the path is the best rule, Rfi() is 
the i-th rule evaluation function.

http://dict.cn/categorical attribute
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2.2.1. Rule Generating
Because the classification rule set varies with rule 
evaluation functions, each rule evaluation function 
owns a group of artificial ants, a construction graph 
and a rule set. References [11-13] summarize some 
common rule evaluation functions, such as Klosgen 
measure, F-measure and M-estimate. We select four 
rule evaluation functions with better performance 
as candidate rule evaluation functions in A_HACO, 
which are Klosgen measure, F-measure, M-estimate 
and Q+.
Rule evaluation function is usually specified as a 
function f (p, n, P, N), where p and n refer to respec-
tively the number of correctly and incorrectly covered 
examples, and also refer to as true positives and false 
positives. P is the total number of examples of the tar-
get class remaining in the training set, while N is the 
total number of examples belonging to other classes. 
1 Klosgen measure

and M-estimate. We select four rule evaluation functions 
with better performance as candidate rule evaluation 
functions in A_HACO, which are Klosgen measure, 
F-measure, M-estimate and Q+. 

Rule evaluation function is usually specified as a 
function f (p, n, P, N), where p and n refer to respectively 
the number of correctly and incorrectly covered examples, 
and also refer to as true positives and false positives. P is 
the total number of examples of the target class remaining 
in the training set, while N is the total number of examples 
belonging to other classes.  

(1) Klosgen measure 
      

         (6) 

The Klosgen measure is defined by (6). It 
multiplicatively trades off full coverage and precision. The 
parameter ω controls the weight assigned to the coverage. 
At ω= 0, the Klosgen measure equals precision. At ω= 1, 
the Klosgen heuristic is equivalent to the weighted relative 
accuracy. In the limit ω→∞, Klosgen measure equals full 
coverage. In general, ω<1 is the optimal region for 
separate-and-conquer rule induction. 

(2) F-measure  
 

(7) 

The F-measure is defined by (7). It is the weighed 
harmonic mean of precision and coverage. At γ=0, fF equals 
precision. At γ=1, Precision and recall are weighed equally. 
In the limit γ→∞, fF becomes recall. 

(3) M-estimate  
 

(8) 

The m-estimate is defined by (8). It assumes an a priori 
coverage of m examples with a distribution equal to the 
class distribution. At m=0, a priori coverage of zero leads to 
precision.  

(4) Q+  
 

(9) 

Given a rule evaluation function, rule generating module 
is used to find an optimal classification rule. Rule 
generating module firstly loads corresponding construction 
graph, the number of ants and training samples. Then ants 
construct classification rules one by one, and the quality of 
classification rules is evaluated according to rule evaluation 
function. The pheromone on the best path is reinforced, and 
the pheromone on the other paths is evaporated. The above 
process is repeated until convergence is satisfied. The 
pseudo code of rule generating module is described as 
following. 
Algorithm 1. FINDRULE(RuleEvalFunc) 
  ConstructGraph;  //Loading construction graph G* 

LoadAntCount;  //Loading the number of ants 
LoadExamples   //Loading training samples 

  Initialize Pheromone; 
  Repeat 
  for i = 1 to AntCount do 
  FindAPath;  //Construct a classification rule 
  UpdatePheromone; //Update pheromone 

UpdateGlobalBestPath； //Update the best path  
  IterationCount = IterationCount + 1; 
  If IterationCount > LimitIteration 
      Then break; 
  Until converged;        

GlobalRule=GlobalBestPath；   
  SaveGraph;       //Save graph G* 
  return GlobalRule 

Convergence occurs when all the edges of one path have 
a pheromone level τmax and all others edges have pheromone 
level τmin. The classification rule represented by the path 
with τmax is the optimal rule. In order to prevent the 
algorithm running time too long, set a variable 
IterationCount recording the number of iteration. When 
IterationCount reaches a user-defined threshold 
LimitIteration, the iteration is forcibly ended, and the 
classification rule represented by GlobalBestPath is 
considered as the optimal rule.  

2.2.2 Artificial Bee Colony Optimization Process 
To further optimize the classification rule generated, 

artificial bee colony local optimization is used to tackle 
continuous attributes of the classification rule so as to 
determine the range of continuous attributes value.  

In A_HACO algorithm, when a classification rule 
corresponding to the rule evaluation function is generated, 
artificial bee colony local optimization process will 
optimize the classification rule. In order to improve 
optimization efficiency, four classification rules 
corresponding to four candidate rule evaluation functions 
are optimized at the same time. The food source shown in 
Fig.1 is composed of continuous attributes from four 
classification rules. 

 
Figure 1. Food source representation 

Local optimization goal for classification problem is to 
make classification rule having higher rule evaluation 
function value, namely, maximizing the sum of four rule 
evaluation function value. The local optimization model is 
described by (10). 
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where Rfi() denotes the i-th rule evaluation function, ri 
denotes the i-th classification rule. 

In Ant colony optimization model for classification 
problems, continuous attributes are discretized. In artificial 
bee colony local optimization process, given the 
classification rule ri (i=1, 2, 3, 4), the value constraint of 
continuous attribute aij in ri needs to be converted into the 
form [ min
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The Klosgen measure is defined by (6). It multipli-
catively trades off full coverage and precision. The 
parameter ω controls the weight assigned to the cov-
erage. At ω= 0, the Klosgen measure equals precision. 
At ω= 1, the Klosgen heuristic is equivalent to the 
weighted relative accuracy. In the limit ω→∞, Klos-
gen measure equals full coverage. In general, ω<1 is 
the optimal region for separate-and-conquer rule in-
duction.
2 F-measure 

and M-estimate. We select four rule evaluation functions 
with better performance as candidate rule evaluation 
functions in A_HACO, which are Klosgen measure, 
F-measure, M-estimate and Q+. 

Rule evaluation function is usually specified as a 
function f (p, n, P, N), where p and n refer to respectively 
the number of correctly and incorrectly covered examples, 
and also refer to as true positives and false positives. P is 
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Given a rule evaluation function, rule generating module 
is used to find an optimal classification rule. Rule 
generating module firstly loads corresponding construction 
graph, the number of ants and training samples. Then ants 
construct classification rules one by one, and the quality of 
classification rules is evaluated according to rule evaluation 
function. The pheromone on the best path is reinforced, and 
the pheromone on the other paths is evaporated. The above 
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pseudo code of rule generating module is described as 
following. 
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a pheromone level τmax and all others edges have pheromone 
level τmin. The classification rule represented by the path 
with τmax is the optimal rule. In order to prevent the 
algorithm running time too long, set a variable 
IterationCount recording the number of iteration. When 
IterationCount reaches a user-defined threshold 
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considered as the optimal rule.  
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To further optimize the classification rule generated, 
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continuous attributes of the classification rule so as to 
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corresponding to the rule evaluation function is generated, 
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optimize the classification rule. In order to improve 
optimization efficiency, four classification rules 
corresponding to four candidate rule evaluation functions 
are optimized at the same time. The food source shown in 
Fig.1 is composed of continuous attributes from four 
classification rules. 
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Local optimization goal for classification problem is to 
make classification rule having higher rule evaluation 
function value, namely, maximizing the sum of four rule 
evaluation function value. The local optimization model is 
described by (10). 
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where Rfi() denotes the i-th rule evaluation function, ri 
denotes the i-th classification rule. 
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The F-measure is defined by (7). It is the weighed 
harmonic mean of precision and coverage. At γ=0, 
fF equals precision. At γ=1, Precision and recall are 
weighed equally. In the limit γ→∞, fF becomes recall.
3 M-estimate 

and M-estimate. We select four rule evaluation functions 
with better performance as candidate rule evaluation 
functions in A_HACO, which are Klosgen measure, 
F-measure, M-estimate and Q+. 

Rule evaluation function is usually specified as a 
function f (p, n, P, N), where p and n refer to respectively 
the number of correctly and incorrectly covered examples, 
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the total number of examples of the target class remaining 
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Given a rule evaluation function, rule generating module 
is used to find an optimal classification rule. Rule 
generating module firstly loads corresponding construction 
graph, the number of ants and training samples. Then ants 
construct classification rules one by one, and the quality of 
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Given a rule evaluation function, rule generating 
module is used to find an optimal classification rule. 
Rule generating module firstly loads corresponding 
construction graph, the number of ants and training 
samples. Then ants construct classification rules one 
by one, and the quality of classification rules is evalu-
ated according to rule evaluation function. The pher-
omone on the best path is reinforced, and the pher-
omone on the other paths is evaporated. The above 
process is repeated until convergence is satisfied. The 
pseudo code of rule generating module is described as 
following.

Algorithm 1. FINDRULE(RuleEvalFunc)

ConstructGraph;    //Loading construction graph G*
LoadAntCount;     //Loading the number of ants
LoadExamples     //Loading training samples
Initialize Pheromone;
Repeat
 for i = 1 to AntCount do
 FindAPath;  //Construct a classification rule
 UpdatePheromone; //Update pheromone
 UpdateGlobalBestPath; //Update the best path 
 IterationCount = IterationCount + 1;
 If IterationCount > LimitIteration
  Then break;
Until converged;       
GlobalRule=GlobalBestPath;  
SaveGraph;                  //Save graph G*
return GlobalRule

Convergence occurs when all the edges of one path 
have a pheromone level τmax and all others edges have 
pheromone level τmin. The classification rule repre-
sented by the path with τmax is the optimal rule. In or-
der to prevent the algorithm running time too long, 
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set a variable IterationCount recording the number 
of iteration. When IterationCount reaches a user-de-
fined threshold LimitIteration, the iteration is forci-
bly ended, and the classification rule represented by 
GlobalBestPath is considered as the optimal rule. 

2.2.2. Artificial Bee Colony Optimization Process
To further optimize the classification rule generated, 
artificial bee colony local optimization is used to tack-
le continuous attributes of the classification rule so as 
to determine the range of continuous attributes value. 
In A_HACO algorithm, when a classification rule 
corresponding to the rule evaluation function is gen-
erated, artificial bee colony local optimization pro-
cess will optimize the classification rule. In order to 
improve optimization efficiency, four classification 
rules corresponding to four candidate rule evaluation 
functions are optimized at the same time. The food 
source shown in Fig.1 is composed of continuous at-
tributes from four classification rules.

Figure 1 
Food source representation
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Local optimization goal for classification problem is to 
make classification rule having higher rule evaluation 
function value, namely, maximizing the sum of four rule 
evaluation function value. The local optimization model is 
described by (10). 
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Local optimization goal for classification problem is 
to make classification rule having higher rule evalu-
ation function value, namely, maximizing the sum of 
four rule evaluation function value. The local optimi-
zation model is described by (10).
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with τmax is the optimal rule. In order to prevent the 
algorithm running time too long, set a variable 
IterationCount recording the number of iteration. When 
IterationCount reaches a user-defined threshold 
LimitIteration, the iteration is forcibly ended, and the 
classification rule represented by GlobalBestPath is 
considered as the optimal rule.  

2.2.2 Artificial Bee Colony Optimization Process 
To further optimize the classification rule generated, 

artificial bee colony local optimization is used to tackle 
continuous attributes of the classification rule so as to 
determine the range of continuous attributes value.  

In A_HACO algorithm, when a classification rule 
corresponding to the rule evaluation function is generated, 
artificial bee colony local optimization process will 
optimize the classification rule. In order to improve 
optimization efficiency, four classification rules 
corresponding to four candidate rule evaluation functions 
are optimized at the same time. The food source shown in 
Fig.1 is composed of continuous attributes from four 
classification rules. 
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make classification rule having higher rule evaluation 
function value, namely, maximizing the sum of four rule 
evaluation function value. The local optimization model is 
described by (10). 
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where Rfi() denotes the i-th rule evaluation function, 
ri denotes the i-th classification rule.
In Ant colony optimization model for classification 
problems, continuous attributes are discretized. In ar-
tificial bee colony local optimization process, given the 
classification rule ri (i=1, 2, 3, 4), the value constraint of 
continuous attribute aij in ri needs to be converted into 
the form [ min

ijC , max
ijC ], then initial population (namely 

SN food sources) is constructed, where SN denotes 
the number of employed bees or onlookers. 
In artificial bee colony local optimization process, the 
food source Xi can be converted into four classifica-
tion rules rij (j=1, 2, 3, 4). The probability with the food 
source Xi to be chosen by an onlooker is defined by (11).

food sources) is constructed, where SN denotes the number 
of employed bees or onlookers.  

In artificial bee colony local optimization process, the 
food source Xi can be converted into four classification rules 
rij (j=1, 2, 3, 4). The probability with the food source Xi to be 
chosen by an onlooker is defined by (11). 
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Given the food source Xi, local search strategy to find a 
neighbor food source Vi for employed bees or onlookers is 
defined by (12). 
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where ij  is a random number in the range of [-1,1], k 
is a random number different from i. The neighbor food 
source is abandoned if max

ij
V  is lower than min

ij
V . The 

algorithm compares Vi with Xi, if Vi has an equal or better 
nectar amount than Xi, then Xi is replaced by Vi in the 
memory. Otherwise, Xi is retained in the memory. In other 
words, a greedy selection mechanism is employed as the 
selection operation between the old and the neighbor food 
sources. 

The food source Xi cannot be improved through the 
predetermined number of trials ‘‘limit’’, then Xi is 
abandoned by its employed bee and then the employed bee 
becomes a scout. The scout is responsible to search a new 
food source according to the formula (13).  

min max[ , ]
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where rand(0,1) is a random number between “0” and 
“1”. New food source needs to satisfy min

kj
V  lower than 

max
kjV . 

2.2.3 Rule Set Comparing and Ants Redistributing 
Rule set comparing module compares the quality of four 

rule sets corresponding to four candidate rule evaluation 
functions respectively, thus determines the quality of four 
candidate rule evaluation functions. More specifically, the 
precision of rule set is calculated firstly, rule evaluation 
function is ranked according to the precision of 
corresponding rule set. The precision is higher, rule 
evaluation function is ranked higher. The precision of rule 

set is defined by (14). 
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where, for the rule set corresponding to the rule 
evaluation function i, pi and ni refer to, respectively, the 
number of correctly and incorrectly covered examples.  

Ants redistributing module dynamically adjusts the 
number of each group of ants according to the quality of 
rule evaluation functions. Rule evaluation functions with 
high quality are allocated more ants, and the number of ants 
corresponding to rule evaluation functions with low quality 
is decreased. In ants redistributing module, two variables 
are introduced, namely initial ant number InitnbAnts and 
ants adjusting factor step. In the beginning, each rule 
evaluation function has the same amount of ants, namely the 
number of ants A(i) equal to InitnbAnts. Ants redistributing 
formula is defined as following. 
 

(15) 

where i(1≤i≤4) is ID of rule evaluation function, x is a 
integer whose value is related to the rank of rule evaluation 
function, step is used to control the adjusting range of the 
number of ants. More specifically, x equals to 2 when the 
rule evaluation function is ranked first, x equals to 1 when 
the rule evaluation function is ranked second, x equals to -1 
when the rule evaluation function is ranked third, x equals to 
-2 when the rule evaluation function is ranked fourth. 

2.3 The A_HACO Algorithm Description 
The A_HACO algorithm includes six key modules 

which are data preprocessing, rule generating, artificial bee 
colony optimization, rule set comparing, ants redistributing 
and convergence judging, respectively. Data preprocessing 
module charges to put training data into an array, and 
converts continuous attributes into categorical attributes. 
Rule generating module is used to construct a corresponding 
optimal classification rule for each candidate rule evaluation 
function. For the classification rule generated, artificial bee 
colony local optimization is used to tackle the continuous 
attributes so as to determine the range of continuous 
attributes value. Rule set comparing module compares the 
quality of four rule sets corresponding to four candidate rule 
evaluation functions respectively, thus determines the 
quality of four candidate rule evaluation functions. Ants 
redistributing module dynamically adjusts the number of 
each group of ants by formula (15) according to the quality 
of rule evaluation functions. Convergence judging module 
is used to judge whether the ending condition is satisfied or 
not, and return the optimal rule evaluation function and 
corresponding rule set.  

The ending condition of A_HACO algorithm is that only 
one rule evaluation function is remained and the number of 
training samples uncovered is lower than the predefined 
threshold value.  

3. Experimental Evaluations 
In this part, the parameters tuning and the influence of 

artificial bee colony optimization process in the proposed 
algorithm are first discussed. All algorithms are 
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where rand(0,1) is a random number between “0” and 
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2.2.3 Rule Set Comparing and Ants Redistributing 
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functions respectively, thus determines the quality of four 
candidate rule evaluation functions. More specifically, the 
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food sources) is constructed, where SN denotes the number 
of employed bees or onlookers.  

In artificial bee colony local optimization process, the 
food source Xi can be converted into four classification rules 
rij (j=1, 2, 3, 4). The probability with the food source Xi to be 
chosen by an onlooker is defined by (11). 
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neighbor food source Vi for employed bees or onlookers is 
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where ij  is a random number in the range of [-1,1], k 
is a random number different from i. The neighbor food 
source is abandoned if max

ij
V  is lower than min

ij
V . The 

algorithm compares Vi with Xi, if Vi has an equal or better 
nectar amount than Xi, then Xi is replaced by Vi in the 
memory. Otherwise, Xi is retained in the memory. In other 
words, a greedy selection mechanism is employed as the 
selection operation between the old and the neighbor food 
sources. 

The food source Xi cannot be improved through the 
predetermined number of trials ‘‘limit’’, then Xi is 
abandoned by its employed bee and then the employed bee 
becomes a scout. The scout is responsible to search a new 
food source according to the formula (13).  
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where rand(0,1) is a random number between “0” and 
“1”. New food source needs to satisfy min

kj
V  lower than 

max
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where ijΦ  is a random number in the range of [-1,1], 
k is a random number different from i. The neighbor 
food source is abandoned if max

ij
V  is lower than min

ij
V . 

The algorithm compares Vi with Xi, if Vi has an equal 
or better nectar amount than Xi, then Xi is replaced 
by Vi in the memory. Otherwise, Xi is retained in the 
memory. In other words, a greedy selection mecha-
nism is employed as the selection operation between 
the old and the neighbor food sources.
The food source Xi cannot be improved through the 
predetermined number of trials ‘‘limit’’, then Xi is 
abandoned by its employed bee and then the employed 
bee becomes a scout. The scout is responsible to search 
a new food source according to the formula (13). 
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candidate rule evaluation functions. More specifically, the 
precision of rule set is calculated firstly, rule evaluation 
function is ranked according to the precision of 
corresponding rule set. The precision is higher, rule 
evaluation function is ranked higher. The precision of rule 

set is defined by (14). 

( ) ,i

i i

pCor i
p n




 (14) 

where, for the rule set corresponding to the rule 
evaluation function i, pi and ni refer to, respectively, the 
number of correctly and incorrectly covered examples.  

Ants redistributing module dynamically adjusts the 
number of each group of ants according to the quality of 
rule evaluation functions. Rule evaluation functions with 
high quality are allocated more ants, and the number of ants 
corresponding to rule evaluation functions with low quality 
is decreased. In ants redistributing module, two variables 
are introduced, namely initial ant number InitnbAnts and 
ants adjusting factor step. In the beginning, each rule 
evaluation function has the same amount of ants, namely the 
number of ants A(i) equal to InitnbAnts. Ants redistributing 
formula is defined as following. 
 

(15) 

where i(1≤i≤4) is ID of rule evaluation function, x is a 
integer whose value is related to the rank of rule evaluation 
function, step is used to control the adjusting range of the 
number of ants. More specifically, x equals to 2 when the 
rule evaluation function is ranked first, x equals to 1 when 
the rule evaluation function is ranked second, x equals to -1 
when the rule evaluation function is ranked third, x equals to 
-2 when the rule evaluation function is ranked fourth. 

2.3 The A_HACO Algorithm Description 
The A_HACO algorithm includes six key modules 

which are data preprocessing, rule generating, artificial bee 
colony optimization, rule set comparing, ants redistributing 
and convergence judging, respectively. Data preprocessing 
module charges to put training data into an array, and 
converts continuous attributes into categorical attributes. 
Rule generating module is used to construct a corresponding 
optimal classification rule for each candidate rule evaluation 
function. For the classification rule generated, artificial bee 
colony local optimization is used to tackle the continuous 
attributes so as to determine the range of continuous 
attributes value. Rule set comparing module compares the 
quality of four rule sets corresponding to four candidate rule 
evaluation functions respectively, thus determines the 
quality of four candidate rule evaluation functions. Ants 
redistributing module dynamically adjusts the number of 
each group of ants by formula (15) according to the quality 
of rule evaluation functions. Convergence judging module 
is used to judge whether the ending condition is satisfied or 
not, and return the optimal rule evaluation function and 
corresponding rule set.  

The ending condition of A_HACO algorithm is that only 
one rule evaluation function is remained and the number of 
training samples uncovered is lower than the predefined 
threshold value.  

3. Experimental Evaluations 
In this part, the parameters tuning and the influence of 

artificial bee colony optimization process in the proposed 
algorithm are first discussed. All algorithms are 

( ) ( ) 0
( ) ,

0 ( ) 0
A i x step A i x step

A i
A i x step

    
    

4

1
4

1 1

( )
( ) .

( )

j ij
j

i SN

j kj
k j

Rf r
P X

Rf r



 






min max[ , ]
ij ij ij

V V V

where,

food sources) is constructed, where SN denotes the number 
of employed bees or onlookers.  

In artificial bee colony local optimization process, the 
food source Xi can be converted into four classification rules 
rij (j=1, 2, 3, 4). The probability with the food source Xi to be 
chosen by an onlooker is defined by (11). 
                           

(11) 

Given the food source Xi, local search strategy to find a 
neighbor food source Vi for employed bees or onlookers is 
defined by (12). 

 

where, 

ax

min min min min

m max max max

= ( )

= - ( ),

ij ijij ij kj

ij ijij ij kj

V X X X

V X X X

 

 
 

 

   (12) 
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nectar amount than Xi, then Xi is replaced by Vi in the 
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words, a greedy selection mechanism is employed as the 
selection operation between the old and the neighbor food 
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2.2.3 Rule Set Comparing and Ants Redistributing 
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rule sets corresponding to four candidate rule evaluation 
functions respectively, thus determines the quality of four 
candidate rule evaluation functions. More specifically, the 
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corresponding rule set. The precision is higher, rule 
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where rand(0,1) is a random number between “0” and 
“1”. New food source needs to satisfy min

kj
V  lower than 

max
kjV .
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2.2.3. Rule Set Comparing and Ants 
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Rule set comparing module compares the quality of 
four rule sets corresponding to four candidate rule 
evaluation functions respectively, thus determines 
the quality of four candidate rule evaluation functions. 
More specifically, the precision of rule set is calculated 
firstly, rule evaluation function is ranked according to 
the precision of corresponding rule set. The precision 
is higher, rule evaluation function is ranked higher. 
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chosen by an onlooker is defined by (11). 
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defined by (12). 
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where ij  is a random number in the range of [-1,1], k 
is a random number different from i. The neighbor food 
source is abandoned if max

ij
V  is lower than min

ij
V . The 

algorithm compares Vi with Xi, if Vi has an equal or better 
nectar amount than Xi, then Xi is replaced by Vi in the 
memory. Otherwise, Xi is retained in the memory. In other 
words, a greedy selection mechanism is employed as the 
selection operation between the old and the neighbor food 
sources. 

The food source Xi cannot be improved through the 
predetermined number of trials ‘‘limit’’, then Xi is 
abandoned by its employed bee and then the employed bee 
becomes a scout. The scout is responsible to search a new 
food source according to the formula (13).  
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where, for the rule set corresponding to the rule eval-
uation function i, pi and ni refer to, respectively, the 
number of correctly and incorrectly covered examples. 
Ants redistributing module dynamically adjusts the 
number of each group of ants according to the quali-
ty of rule evaluation functions. Rule evaluation func-
tions with high quality are allocated more ants, and 
the number of ants corresponding to rule evaluation 
functions with low quality is decreased. In ants re-
distributing module, two variables are introduced, 
namely initial ant number InitnbAnts and ants ad-
justing factor step. In the beginning, each rule evalu-
ation function has the same amount of ants, namely 
the number of ants A(i) equal to InitnbAnts. Ants re-
distributing formula is defined as following.
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where ij  is a random number in the range of [-1,1], k 
is a random number different from i. The neighbor food 
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algorithm compares Vi with Xi, if Vi has an equal or better 
nectar amount than Xi, then Xi is replaced by Vi in the 
memory. Otherwise, Xi is retained in the memory. In other 
words, a greedy selection mechanism is employed as the 
selection operation between the old and the neighbor food 
sources. 

The food source Xi cannot be improved through the 
predetermined number of trials ‘‘limit’’, then Xi is 
abandoned by its employed bee and then the employed bee 
becomes a scout. The scout is responsible to search a new 
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where i(1≤i≤4) is ID of rule evaluation function, x is 
a integer whose value is related to the rank of rule 
evaluation function, step is used to control the ad-
justing range of the number of ants. More specifical-
ly, x equals to 2 when the rule evaluation function is 
ranked first, x equals to 1 when the rule evaluation 
function is ranked second, x equals to -1 when the 
rule evaluation function is ranked third, x equals 
to -2 when the rule evaluation function is ranked 
fourth.

2.3. The A_HACO Algorithm Description
The A_HACO algorithm includes six key modules 
which are data preprocessing, rule generating, artifi-

cial bee colony optimization, rule set comparing, ants 
redistributing and convergence judging, respectively. 
Data preprocessing module charges to put training 
data into an array, and converts continuous attributes 
into categorical attributes. Rule generating module is 
used to construct a corresponding optimal classifica-
tion rule for each candidate rule evaluation function. 
For the classification rule generated, artificial bee 
colony local optimization is used to tackle the contin-
uous attributes so as to determine the range of con-
tinuous attributes value. Rule set comparing module 
compares the quality of four rule sets corresponding 
to four candidate rule evaluation functions respec-
tively, thus determines the quality of four candidate 
rule evaluation functions. Ants redistributing module 
dynamically adjusts the number of each group of ants 
by formula (15) according to the quality of rule evalu-
ation functions. Convergence judging module is used 
to judge whether the ending condition is satisfied or 
not, and return the optimal rule evaluation function 
and corresponding rule set. 
The ending condition of A_HACO algorithm is that 
only one rule evaluation function is remained and the 
number of training samples uncovered is lower than 
the predefined threshold value. 

3. Experimental Evaluations
In this part, the parameters tuning and the influence 
of artificial bee colony optimization process in the 
proposed algorithm are first discussed. All algorithms 
are implemented in C language and executed on a 
Core(i7), 2.93GHZ, 3GB RAM computer. 
To show the performance, the proposed A_HACO 
algorithm is then compared with the related algo-
rithms on six public test instances [7]. Test dataset 
is described as in Table 1. In test instances “SONAR” 
and “Balance”, all attributes are continuous. In test 
instances “TTT” and “CKR”, all attributes are cate-
gorical. In test instances “CMC” and “Flags”, there 
are both continuous attributes and categorical attri-
butes.
The dataset is divided into two parts, 2/3 dataset is 
used as training set and the remained 1/3 dataset is 
used as testing set.
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Table 1 
Test dataset introduction

test instance attribute type samples number attribute number

SONAR Continuous 208 60

Tic-Tac-Toe TTT Categorical 958 9

Balance Continuous 625 4

Contraceptive Method Choice CMC Hybrid 1473 9

Chess-King-Rook CKR categorical 3196 36

Flags Hybrid 194 30

3.1. Parameter Tuning
In A_HACO algorithm, there are some parameters 
needing to be discussed which are the parameters  
( maxτ , minτ , a, b and r) related to ACO, the parameters 
(ω, γ and m) related to rule evaluation function, the 
parameters (limit and MCN) related to ABC and the 
parameters step related to ants redistributing. 
Initial pheromone value is used to make the algo-
rithm to find solutions without the preference in-
formation in the beginning. With the running of the 
algorithm, the quality of solutions are different, and 
the pheromone increment of corresponding edges 
are different. The ants always search towards the 
direction with high pheromone value. Therefore, the 
performance of the algorithm is related to the pher-
omone increment value not initial pheromone value 
(or the upper and lower bound of pheromone value). 
Thus, the parameters maxτ  and minτ  are not discussed 
in this paper. The configuration of parameters(ω, γ 
and m) related to rule evaluation function are dis-
cussed in [11], and the better settings for these pa-
rameters are ω equal to 0.40, γ equals to 0.25 and m 
equal to 4. The parameters limit and MCN related to 
ABC are set as 20 and 2000 respectively according 
to the experience. The ants colony size InitnbAnts is 
set as 50, and the artificial bee colony size SN is set 
as 20. Except for the above parameters, other param-
eters are more complex and sensitive in this algo-
rithm. Their ranges are shown in Table 2. 
To set appropriate values for these parameters, we 
tune them in the sequential orders. For parameter a, 

Table 2 
The tuned parameters

Parameter Default Range

a 1.75 From 0.50 to 3.00 with increment 0.50

b 1.75 From 0.50 to 3.00 with increment 0.50

r 0.35 From 0.25 to 0.45 with increment 0.05

step 3 From 1 to 5 with increment 1

we vary its value one at a time, while setting the values 
of the other parameters to their default values. For 
the next untuned parameter b, vary its value one at a 
time while setting the values of tuned parameters to 
the obtained most appropriate ones and the values of 
the other untuned parameters to their default values. 
Then the other two parameters are tuned in the same 
way as b. The termination condition of this algorithm 
is that only one rule evaluation function is remained 
(others are abandoned) and the number of samples 
uncovered is lower than 5%. The A_HACO algorithm 
is run ten times on the test selected instances, and the 
average of running results is final results shown in 
Figure 2. 
We can see that the performance of algorithm pro-
posed varies with different parameter configuration. 
The comparatively better settings for these parame-
ters are a=0.5, b=2.0, r=0.25 and step=2.0 for the algo-
rithm proposed. 
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Figure 2
The result of parameter Setting for a, b, r and step
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3.2 The Influence Analysis of Artificial Bee Colony Search on Algorithm Performance 
To test the influence of artificial bee colony local search 

on algorithm performance, we compare the running results 
of the adaptive ant colony optimization algorithm without 
artificial bee colony local search called A_ACO and 
A_HACO algorithm. The parameters and the termination 

condition of the two algorithms are set as in Section 3.1. 
The accuracy (Acc) and running time (RT) of algorithms are 
shown in Table 3, “REF” denotes the rule evaluation 
function selected by A_HACO. 

Table 3. Accuracy comparison between A_ACO and A_HACO 

  dataset 
 
 
algorithm 

SONAR Tic-Tac-Toe Balance Contraceptive 
Method Choice 

Chess-King-Roo
k 

Flags 

Acc 
(%) 

RT 
(s) 

Acc 
(%) 

RT 
(s) 

Acc 
(%) 

RT 
(s) 

Acc 
(%) 

RT 
(s) 

Acc 
(%) 

RT 
(s) 

Acc 
(%) 

RT 
(s) 

A_ACO 75 105.034 99.27 75.154 79.68 74.213 69.69 83.216 94.17 96.620 70.62 99.238 
A_HACO 82.56 172.352 99.28 103.915 85.74 108.308 69.68 127.425 95.63 139.413 78.26 150.723 
REF Klosgen Q+ M-estimate Klosgen F-measure Klosgen 

The ACO algorithm can only tackle categorical 
attributes. Continuous attributes need to be discretized in 
preprocessing. However, the discretization operation of 
continuous attributes will influence the performance of 
algorithms. In A_HACO algorithm, after a classification 
rule is generated, artificial bee colony local optimization is 
used to tackle continuous attributes of the classification rule 
so as to determine the range of continuous attributes value. 
From Table 3, we can see that the accuracy of A_HACO 
algorithm is better than the A_ACO algorithm. However, 
the running time of A_HACO algorithm is longer than 
A_ACO algorithm because of the artificial bee colony local 
search. Classification algorithm is off-line learning process, 
therefore, it is acceptable that running time of the algorithm 
is increased to some extent. At the same time, the 
experiment results of A_HACO algorithm reveal that the 

rule evaluation function selected varies with test instance. 

3.3 The Performance Comparison of Classification 
Algorithms 

In this part, we compare the A_HACO algorithm with 
the classification algorithm with incomprehensible classifier 
Kalman Filter+ SVM Error! Reference source not found., 
and the classification algorithms with comprehensible 
classifier WrapTree [20], Antminer+ and PSO/ACO2 on the 
test instances. In order to illustrate algorithm performance 
varying with rule evaluation function, this paper tests the 
performance of Antminer+ algorithm with Klosgen, 
F-measure, M-estimate and Q+,   respectively. The 
parameters and the termination condition of the A_HACO 
algorithm are set as in Section 3.1. The results of the 
experiment are shown in Table 4. 
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SONAR Tic-Tac-Toe Balance Contraceptive 

Method Choice 

Chess-King-Rook Flags 

A_HACO 82.56 99.28 85.74 74.68  95.63 78.26 
Antminer+ 
(Klosgen) 68.27 99.27 69.28 58.45 93.71 65.98 

Antminer+ 
(F-measure) 72.12 99.16 70.08 56.82 91.71 61.34 

Antminer+ 
(M-estimate) 70.67 98.54 75.20 61.64 94.43 60.82 

Antminer+ 
(Q+) 71.63 99.27 51.20 

63.61 
89.27 62.89 

Table 3
Accuracy comparison between A_ACO and A_HACO

          dataset

algorithm

SONAR Tic-Tac-Toe Balance Contraceptive 
Method Choice Chess-King-Rook Flags

Acc (%) RT (s) Acc (%) RT (s) Acc (%) RT (s) Acc (%) RT (s) Acc (%) RT (s) Acc (%) RT (s)

A_ACO 75 105.034 99.27 75.154 79.68 74.213 69.69 83.216 94.17 96.620 70.62 99.238

A_HACO 82.56 172.352 99.28 103.915 85.74 108.308 69.68 127.425 95.63 139.413 78.26 150.723

REF Klosgen Q+ M-estimate Klosgen F-measure Klosgen

(Acc) and running time (RT) of algorithms are shown 
in Table 3, “REF” denotes the rule evaluation function 
selected by A_HACO.
The ACO algorithm can only tackle categorical attri-
butes. Continuous attributes need to be discretized in 
preprocessing. However, the discretization operation 
of continuous attributes will influence the perfor-
mance of algorithms. In A_HACO algorithm, after a 
classification rule is generated, artificial bee colony 
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local optimization is used to tackle continuous attri-
butes of the classification rule so as to determine the 
range of continuous attributes value. From Table 3, 
we can see that the accuracy of A_HACO algorithm 
is better than the A_ACO algorithm. However, the 
running time of A_HACO algorithm is longer than 
A_ACO algorithm because of the artificial bee colony 
local search. Classification algorithm is off-line learn-
ing process, therefore, it is acceptable that running 
time of the algorithm is increased to some extent. At 
the same time, the experiment results of A_HACO 
algorithm reveal that the rule evaluation function se-
lected varies with test instance.

3.3. The Performance Comparison of 
Classification Algorithms
In this part, we compare the A_HACO algorithm with 
the classification algorithm with incomprehensible 
classifier Kalman Filter+ SVM [4], and the classifica-
tion algorithms with comprehensible classifier Wrap-
Tree [20], Antminer+ and PSO/ACO2 on the test in-
stances. In order to illustrate algorithm performance 
varying with rule evaluation function, this paper tests 
the performance of Antminer+ algorithm with Klos-
gen, F-measure, M-estimate and Q+,   respectively. 

Table 4 
Classification algorithm accuracy Comparison(%)

                          dataset
 algorithm SONAR Tic-Tac-Toe Balance Contraceptive 

Method Choice Chess-King-Rook Flags

A_HACO 82.56 99.28 85.74 74.68 95.63 78.26

Antminer+
(Klosgen) 68.27 99.27 69.28 58.45 93.71 65.98

Antminer+
(F-measure) 72.12 99.16 70.08 56.82 91.71 61.34

Antminer+
(M-estimate) 70.67 98.54 75.20 61.64 94.43 60.82

Antminer+
(Q+) 71.63 99.27 51.20 63.61 89.27 62.89

PSO/ACO2 77.08 99.35 82.71 74.58 93.46 64.25

WrapTree 70.22 83.68 76.34 59.62 90.24 61.36

Kalman Filter+ 
SVM 73.68 91.02 89.72 62.23 91.67 64.56

The parameters and the termination condition of the 
A_HACO algorithm are set as in Section 3.1. The re-
sults of the experiment are shown in Table 4.
From Table 4, we can see that the performance of Ant-
miner+ algorithm varies with rule evaluation on the 
given test instance, and there is no rule evaluation 
function which can perform well on all test instanc-
es. From the overall running results, the performance 
of Kalman Filter+ SVM algorithm is better than oth-
er algorithms on the test instance Balance, and the 
accuracy of A_HACO is better than other algorithms 
on the test instances SONAR, Contraceptive Meth-
od Choice and Flags, A_HACO and Antminer+ algo-
rithms have nearly the same performance on the test 
instance Tic-Tac-Toe, and A_HACO, PSO/ACO2 and 
Antminer+ (M-estimate) algorithms have nearly the 
same performance on the test instance Chess-King-
Rook. Hence, among the classification algorithms 
with comprehensible classifier, the performance of 
A_HACO is better than others, which is owed to the 
reason that the A_HACO algorithm can adaptively se-
lect the appropriate rule evaluation function accord-
ing to the data set given and tackle both categorical 
and continuous attributes. 
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4. Conclusions
To address the classification problems with hybrid 
attributes and get the comprehensible classification 
rules, an adaptive hybrid ant colony optimization al-
gorithm called A_HACO is proposed. Given the data 
set, the algorithm can adaptively select the appropri-
ate rule evaluation function, which can effectively 
improve the classification accuracy. The artificial bee 
colony local search strategy makes the proposed al-
gorithm can tackle not only the categorical attributes 
but also continuous attributes. The experimental re-

sults reveal that the algorithm proposed has better 
accuracy and applicability. In the future, we will focus 
on improving the ant redistribution mechanism to 
further improve the efficiency of A_HACO.
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