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Abstract. The paper is focused on the presentation of decision - making model for stock markets. As well paper

introduces grid computation idea and discusses the possibilities of grid technology application for the optimization of com-

putational power related to the realization of the proposed model. The introduced decision - making model is based on the

application of artificial intelligence tools: artificial neural networks (ANN) and particle swarm optimization algorithm (PSO).

While making computations with the proposed decision - making model the decision computation process takes quite a lot of

time. Working with stock markets it is very important to make decisions fast. One of the possibilities to do that is to apply

grid technologies for the distributed computing that involves coordinating and sharing computing, application, data, storage,

or network resources across dynamic and geographically dispersed organizations.
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1. Introduction

The continuing improvements of computer tech-
nologies make a big influence on the globalization
of stock markets. The complexity and "noisiness" of
stock markets cause difficulties in making real time
analysis of it. For decision making in stock markets
there is not enough to use conventional tools and
more efficient its information processing tools are re-
quired. That means that new computerized decision
making tools have to be used in order to create pow-
erful decision–making and prediction systems. The
use of artificial intelligence had made a big influence
on the forecasting and investment decision–making
technologies and it was proved that some efficient
results can be obtained [8], [9]. As it is claimed by
[4] in the comparison with conventional statistic tools
the main advantages of artificial intelligence tools are
that they are able to learn to recognize patterns in
the data set, they are flexible in a changing environ-
ments and they can build models when more conven-
tional approaches fail. The advantages of Artificial
Intelligence tools applications are as well presented
by Mirmirani and Li [10]. They are claiming that in
comparison with statistical techniques, ANN makes
less restrictive assumptions on the underlying distri-
bution. Another artificial intelligence tool, which al-
ready have shown promising results of its applica-
tions, is Swarm Intelligence (SI). The examples of
SI applications were presented by Pavlidis, Tasoulis
and Vrahatis [13], Carlisle and Dozier [3], Po-Chang
and Ping-Chen [12]. It was proved that having com-
plex systems a collection of individuals often solve

a problem better than an individual - even an expert
[1], [6]. SI includes two algorithms: Ant Colony Opti-
mization (ACO) algorithm and PSO algorithm. ACO
algorithm is used for solving computational problems
which can be reduced to finding good paths through
graphs. Mainly ACO algorithms have been used to
produce good near–solutions to the traveling sales-
man problem. The biggest number of this algorithm
applications appear in the field of telecommunica-
tions, network routing etc. For the decision–making
in stock markets it is more suitable PSO algorithm
as it allows to make the search of "best” ANN on a
current time and make decisions, based on its per-
formance. The application of ANN is quite common
in financial markets. The application of this artificial
intelligence tool is believed to be an effective mod-
elling procedure when the mapping from the input
to output vector space contains information about the
modeled object. However, despite the optimistic view
concerning the possibilities of ANN in financial fore-
casting [4], [8], [9], our investigations have showed
that the average prediction quality was not efficient
using feed-forward ANN and also ANN with pseudo–
input variables (using principal component) [2]. The
introduced decision–making model combines ANN
and PSO algorithm application. ANN are used to
make the analysis of daily stock returns and to form
one step forward decision for the purchase of stocks.
While PSO algorithm is applied for the training of
ANN. The PSO algorithm was chosen to use as PSO
is the only evolutionary algorithm that does not in-
corporate survival of the fittest, which features the
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Figure 1. Scenario of Decision Making Model

removal of some candidate population member [5].
In the proposed decision–making model this feature
of PSO learning process is very important. It is so
as in some cases working with quickly changing (so
called "noisy") environments the "bad" particles (par-
ticle with lower fitness) can become "good" once and
give the right decision. The experimental investiga-
tions have shown that a PSO algorithm is better for
applications that require fast learning algorithms. As
well it was proved that PSO algorithm requires less
number of computations to achieve the same error
goal as with that backproagation [7]. The objective
of this paper is to introduce a decision-making model
for one day forward decision making in stock mar-
kets. The paper presents the structure of decision–
making model, which is based on the application of
ANN and PSO algorithm. Another objective of the
paper is to introduce grid computation as it could be
one of the solutions, how to increase the computation
speed while making decisions. The paper is focused
on the presentation of the general architecture of grid
and discussion on the possibilities of grid computa-
tion technology application for the computations of
decision - making model.

2. Decision Making Model

The decision–making model combines the appli-
cation of ANN and PSO algorithm. The layout of

decision–making model is presented in Figure 1. For
the model realization there are used historical data
of some group of stocks daily returns for defined pe-
riod of time. The user of decision–making model can
define its own group of stocks and time period. It
is preferable that selected stocks would have a high
liquidity ratio, which is related with low commission
rates while making stock trading.

The decision–making model combines the appli-
cation of ANN and PSO algorithm. The layout of
decision–making model is presented in Figure 1. For
the model realization there is used a historical data
of some group of stocks daily returns for defined pe-
riod of time. The user of decision–making model can
define its own group of stocks and time period. It is
preferable, that selected stocks would have a high liq-
uidity ratio, which is related with low commission
rates while making stock trading.

The historical data of daily stock returns are
passed to the swarm ANN. In the proposed decision
making model there are used single layer ANN (see
Figure 2). It was decided to use such ANN in order
to check the suitableness of the proposed decision–
making model in general. After the data are passed to
ANN the net result is a linear combination of each of
the weighted input vectors:

x =
∑

wjkj (1)
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Figure 2. Single Layer ANN

Here wj represents the weights, andkj - the daily
stock returns. The weights of ANN are initialized ran-
domly at the beginning of the procedure:

w = rand(w, n)− 0.5 (2)

w are randomly initialized weights of ANN andn is
the number of ANN. The start weights are kept rel-
atively small, and their mean is close to zero. In the
decision–making model there are considered stock re-
turns fork = 1 : 5 interval of days. Such a time pe-
riod was chosen as it has the biggest influence on the
next day stock returns [13]. For example, if stock re-
turns of 5 days are negative, there is a probability that
the returns of these stocks will increase on the next
day and vise versa. The detailed description ofk step
selection is presented in the section of experimental
investigations. Further, for each day and each stock
the buy/sell recommendations are calculated:

R =
2

1 + e−x
− 1 (3)

The recommendationsR represent the relative rank of
investment attraction to each stock in the interval [-1,
1]. The values -1, 0 and 1 represent recommendations:
sell, hold and buy, respectively. After, all the stocks
are sorted according to the calculated recommenda-
tions in the descending order. Having sorted stocks,
we are taking into account the first 3 stocks that have
the highest recommendations. As the next step, the
observation of these stocks on the next day follows.
The returns of these stocks are included into the slid-
ing window profit estimation expression. The idea of
sliding window is presented in Figure 3. It is impor-
tant to mention that the data, which were used for
the calculation of recommendations it is not further
used for the training of ANN. As it can be seen from
the Figure 3, the sliding window is divided into two
parts: training and decision making. In the training
part there are selected the ANN with the best perfor-
mance (the highest total profit for the selected sliding
window) and the "worst" ANN are trained towards
the behavior or these selected "global best" ANN. The
training part is based on the application of PSO algo-
rithm, which is presented in Figure 1. The final deci-
sion of "buy", "sell" or "hold" is made according to
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Figure 3. Sliding Window

the recommendation of "global best" ANN. Each day
the selection of “global best” ANN is made compar-
ing the performance (fitness function) of all ANN and
selecting the network with the highest performance.
This network is used for further experimental investi-
gations (for the calculation of returns on the next day).
When the “global best” ANN is known the training of
other ANN is made. The ANN are trained by adapt-
ing the ANN weights towards the weights of "global
best" ANN. The ANN weights are recalculated ac-
cording to the following equation:

wnew = wold + c ∗ (wbest − wold) (4)

wherewold presents the weight of the explored ANN,
wbest is the weight of “global best” ANN andc -
learning rate. The choice of learning rate is crucial
as the exploring ability of PSO may cease to exist.
The training of ANN lets to move towards the best
solution. It is important to mention that for each day
the different “global best” ANN may be selected. The
experimental investigations are discussed in Section
3.

3. Decision - Making Model Evaluation

All the experimental investigation were run ac-
cording to the above presented scenario (see Figure
1) and were focused on the estimation of possible
returns, which could be got while applying our pro-
posed decision - making model. In all the cases the
expected returns were calculated considering trans-
action fees that are unavoidable in the stock mar-
kets. The analysis of the commission fees of differ-
ent e-brokers showed that the commission fee in real
trading process is usually between 0.15 % - 0.3 %.
For example, such transition fees are provided by the
company of Interactive Brokers. Having bigger sell-
ing and buying volumes this fee could be even smaller
- 0.1 %. Based on that and our made experimental in-
vestigations for the further investigations we are con-
sidering the commission fee which is equal to 0.15
%. We are making an assumption that each day we
are paying 0.15 % of commission fee for buying new
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stocks. The value got on the last investigated trading
day is considered as the profit. The profit is calcu-
lated as a sum of stock returns (%). In all experi-
mental investigation the training of ANNs was made
through the adjustment of ANNs weights towards the
weights of “global best” ANN. For the adjustment
of the weights there was chosen the learning rate of
0.05. Such value was selected based on the experi-
mental results which are presented in the article [11].
As well it is important to mention, that for all ex-
perimental investigation, the sliding window of 100
days was used. The results of experimental investi-
gations are presented in Figure 4. In Figure 4 there
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Figure 4. The Results of Model Evaluation

is presented the comparison of the results while hav-
ing three cases: conservative investment approach (in-
vestments are done into SP500 index by buying and
holding it for all time period), and decision making
model (linear case) application and decision mak-
ing model (non-linear case) application. In the case
of non-linear model application there are used multi
layer ANN. The presented results show that the ap-
plication of PSO algorithm and training of ANNs to-
wards the performance of the “global best” ANN give
quite good results. Compare to the conservative ap-
proach the proposed decision making model lets to
achieve almost 5 times better results (having the lin-
ear case of the model). The reason of that is that
every day the investment decisions are made using
the “global best” particle and at the same time all
other particles are slightly moved towards it. Such
training of ANNs ensures the movement towards the
best decision. In the case of non-linear decision mak-
ing model the results are not so good. That lets us
to make an assumption that in complex systems the
more advanced decision making model not necessar-
ily give better results. Non-linear case of decision

making model is too complex and its different real-
izations can have big variations.

However, while making computations with the
proposed model we have faced some problems. The
big amount of data and complex computations do not
allow us to ensure the fast decision making which is
necessary while working in stock markets. There can
be mentioned the following problems:

1. Computational power. In order to achieve rea-
sonable results, the computation process has to be
fast. The big amount of data and complex computa-
tion algorithm does not allow us to ensure this feature
of the proposed decision - making model.

2. Possibility to run several realizations of the
model at the same time. In order to ensure good qual-
ity of the proposed decision - making model we have
to make experimental investigations almost on each
variable application case. There is no possibility to
run several realizations of the model at the same time
in our case.

3. Accessibility of the data. Currently, there is
a group of researches, working on the same topic:
stock market analysis, forecast and decision making.
Most of the researchers are using the same data for the
experimental investigations. The possibility to access
the same data set in the same location could ensure
the more powerful computational process and could
release researches from the unnecessary actions, like
data set formation, copying etc. As well it could en-
sure the more adequate evaluation of different mod-
els.

In order to eliminate the above mentioned prob-
lems, we were looking for possible solutions. As one
of the solutions for this problem we found out a grid
technology application. Further, the paper deals with
a description of grid technologies in general, and
its application for the optimization of the proposed
model computations.

4. Grid Architecture

Grid computing is a form of distributed comput-
ing that involves coordinating and sharing comput-
ing, application, data, storage, or network resources
across dynamic and geographically dispersed organi-
zations. Grid technology is widely used for solving
complex computational problems. Grid computing is
an evolving area of computing and its standards and
technologies are still under the development proce-
dure. Architecturally grid can be seen as a group of in-
terconnected clusters (computing resources) and data
storage nodes. The computing nodes and data storage
nodes are connected via GRID middleware. In Fig-
ure 5 there is presented the scenario of grid technol-
ogy which is based on the the "NorduGrid" applica-
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tion case [15]. The presented scheme illustrates the
interaction processes between grid and client. As well
it describes the processes between different parts of
the grid. All the grid computation process can be di-
vided into several main steps. In the first step, know-
ing the job the client has to gather the information
about possible resources and data storage locations.
The processes of information gathering are presented
by the first two arrows (1 and 2). When this infor-
mation is known the second step of computation is
started. In the second step the client selects the suit-
able computing resources and creates job description.
The formulated job is sent to the cluster (arrow 3). In
the cluster there are gathered the data of the job. When
the job and data are known the third step starts and the
computation process is executed (4 and 5 arrows). In
the last computation step, after the execution of the
job, the data are sent to a data server (arrow 6). After
the client detects that the job is completed, he/she re-
trieves the result data from the data storage (arrow 8)
and removes the job from the cluster. Usually, if the
job from the cluster is not removed by the client, it is
removed automatically after some period of time. As
it can be seen from Figure 5 there are the following
grid components:

1. Data index RLS (Resource Location Server) -
stores information about available data storage nodes,
available data and data locations.

2. Information system - it is an information sys-
tem server that maintains and provides the informa-
tion about the installed clusters and their computing
resources. For each cluster it maintains information

about the installed hardware, available software. In-
formation system servers also maintain the status in-
formation. The status information includes informa-
tion about currently running jobs and current usability
of the cluster.

3. Job - is users described task. Job description
and description language differs from middleware to
middleware. Generally, job description defines the re-
quired software and data, which is needed to complete
the task. Additionally, it provides requirements for a
task to be completed. The provided information may
include maximum time required to complete the task,
required hardware, processor power, space on a data
storage node. This information is used by Grid mid-
dleware to locate the most appropriate clusters and
data storage nodes. If at the current time the required
resources are not available, then the submitted job is
added to a queue. Only when all required resources
will be available the job will be started. Also the time
when the job will be started depends on job manage-
ment policy used in grid middleware.

4. Data server - is the data storage node. In the
data server there are stored data, which are needed for
performing the jobs of the client. Data are treated as a
resource. Some data can be stored in one location and
be used by several clients for their submitted jobs.

5. ARC (Advanced Resource Connector) Grid-
manager - manages resources, assigns resources to
the submitted job, controls job execution queue. After
all the required for a job resources are available, the
job with description of all the resources is passed to a
cluster and executed.
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6. Client - Clients usually are lightweight clients.
The main task for a client is to provide means to sub-
mit jobs, view the status of a job and retrieve results
after the job is finished.

5. Computation Using Grid

It is important to understand the origin of grid
computing in order to take the full advantage of the
grid. All the jobs submitted to a grid are finally ex-
ecuted in the clusters. In the upper layer the grid is
seen as a set of computational nodes (clusters) and
data storage nodes. The cluster by itself is a collec-
tion of computers hooked together by a network. In
this way each cluster is a large parallel computer.

There can be separated two cases of the applica-
tion realization on a grid. First, the application could
be modified so that it could take an advantage of the
grid. It is good when the application task can be di-
vided into loosely coupled subtasks [15]. In that case
each subtask can be executed in different clusters. As
well each subtask could be a concurrent program by
itself. Concurrent program would take a full advan-
tage of computational power provided by a cluster.
But it is important to know that not all applications
can be easily parallelized. Currently, in order to solve
this problem there are developed automated tools for
the parallelization of the task. These tools are still un-
der development, but in future they should help to
parallelize the task using different parallelization al-
gorithms. As it was mentioned before, our introduced
decision - making model is based on the application
of ANN and PSO. The computations are made taking
into account many variables which are closely related
to each other. Taking into account the above men-
tioned aspect of dividing tasks into the sub - tasks we
have faced the problem of dividing decision - making
algorithm into several smaller algorithms. The only
possibility is to divide the algorithm so, that the deltas
of daily stock returns could be calculated on one clus-
ter and afterward sent for further calculations to other
clusters.

In the other case of running the application on the
grid no changes to the application have to be made.
As the dividing procedure of our proposed model al-
gorithm is too complicated and even not possible, this
feature of the grid lets us avoid the segmentation of
the application. Here we can take an advantage of the
grid, having the possibility to run several realizations
of the model on the different clusters. This possibility
is very important to us as we can ensure the more ef-
fective analysis of the model. In order to ensure good
quality of the proposed decision - making model we
have to make experimental investigations almost on
each variable application case. Another advantage of

the grid application could be the data storage possi-
bility. This feature could be very useful if there is a
group of researches working with the same data set.

On a cluster bias usually there is installed some
kind of message passing environment. The most com-
mon environments are the implementations of Mes-
sage Passing Interface (MPI) specification or PVM
(Parallel Virtual Machine) software systems [16].
These systems provide communication means for in-
terconnected computers and in this way the tasks of
one application can be distributed among other com-
puters. Other applications like mathematical pack-
ages or other computational tools are built on top of
PVM or MPI.

6. Conclusions

Having complex computations and working with
a big amount of data we are forced to look for the pos-
sibilities how to increase the computational power of
the proposed applications. In the paper there was in-
troduced a decision - making model, which is based
on the application of ANN and PSO algorithm. While
making an investigation of the proposed model we
have faced the problem of computational power. As
one of the possible solutions to this problem we have
found the use of a grid. The paper had introduces the
grid architecture and there were discussed the possi-
bilities of making the decision - making model com-
putations on it. The first investigations on the grid ap-
plication possibilities for the computation improve-
ment of decision - making model have showed that
it is possible to reorganize the application so that it
could be run on a grid and the computation speed of
the model could be improved. In future we intend to
try to make decision - making model computations on
a grid.
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