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Abstract. The paper presents two new parallel solution strategies to solve complex multiple criteria problems by 
applying a computer network. The multiple criteria problem is iterated by selecting interactively different weight 
coefficients of the criteria. The process is organized by designating the computers as the master and the slaves. The 
experimental trials have been carried out to compare the effect of the designed strategies depending on the number of 
computers and experience of the researcher solving this optimization problem. The essence of the investigation is 
distribution of jobs between the researcher and computer. 
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1. Introduction 

The intensive development of new technologies 
requires solving complex problems of computer-aided 
design and control. Here the search for optimal solu-
tion acquires an essential significance. Investigations 
in this area are carried out in two directions: 
development of new optimization methods as well as 
software that would embrace various realizations of 
the methods developed. 

Computer networks are widespread and permit us 
to solve complex optimization problems by using 
simple computers. Furthermore, the networks enable 
us to solve considerably more complex problems by 
using the aggregate power of many computers. 

The methods for interactive solving a complex 
multiple criteria optimization problem by using com-
puter network are analyzed. The investigation in this 
paper presents two interactive strategies and the 
experimental analysis on their basis, which lets us 
detect the effect of computer aid to the user on the 
interactive solution of multiple criteria optimization 
problems, applying a computer network.  

2. Statement of the Optimization Problem 

Let us analyze a multiple criteria optimization 
problem: 
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One of the possible ways of solving the system of 
problem (1) is to make a single criterion problem by 
summing up all the criteria that are multiplied by the 
positive weight coefficients µλ ,1, =jj : 
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Then the solving process of problem (2) is reite-
rated by selecting different combinations of coefficient 
values µλ ,1, =jj . Many solutions are obtained from 
the computer network and they are points of Pareto. 
The most acceptable of them are selected. The prob-
lem of this type was solved by Dzemyda and Petkus 0. 
This was a problem of selection of the optimal 
nutritive value.  
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3. Interactive Use of the Computer Network 
3.1. The idea of interactive multiple criteria 

optimization 

The scheme (generalized) of algorithm to solve the 
optimization problem is presented in Figure 1. 

 
Figure 1.The scheme to solve the optimization problem 

The great number of computers-slaves enables us 
to design new strategies that allow us to form many 
tasks and send them to the computer network. A spe-
cial memory (list of tasks) is realized to memorize 
new tasks, if all the computers-slaves are busy.  

Solution time of the multiple criteria optimization 
problem depends on the investigator’s attitude. The 
investigator decides when to stop the solving process 
according to his opinion.  

3.2. Analyzed strategies 

Several strategies of interactive multiple criteria 
optimization, applying a computer network, have been 
investigated below. The strategies differ in the ability 
spectrum for the investigator. The analysis should 
answer the question how the abilities affect the 
investigator’s decisions making. 

Basic strategy. Tasks for the computer network 
are formed only by the investigator (this strategy was 
presented in previous works) 0.  

First strategy. Tasks for the computer network are 
formed only by the computer-master. The computer- 
master generates all tasks for the computer network: 
starting tasks, further tasks that depend on the 
obtained solutions. The investigator does not form any 
tasks for the computer network. He decides when a 
solution is acceptable. 

Second strategy. Tasks for the computer network 
are formed by combining the investigator and the 
computer-master. The computer-master generates 
initial tasks. The investigator forms new tasks, using 
the obtained solutions and his own experience. The 

computer-master generates new tasks if the inves-
tigator was late to do that for the computer network. 
The weight coefficients are generated with regard to 
the last investigator’s decisions on selecting the 
starting point of a task. 

3.3. Peculiarity of the strategies 
The investigator starts with organizing all the 

computers to solve the problem with various initial 
data. The computing time of the single optimization 
problem (2) is t εttt sfv ++= , where  is task forma-
tion time,  is task computing time and  is data 
transfer time and other expenditure. 

ft

st εt

Let stt <<ε

st
. Hence, t  may be ignored and ε

fv tt +=  is analyzed. Here the inequality t sf t<  
should be valid; otherwise, the problem may be solved 
by one computer. The task computing time t  is cons-
tant, i. e., we assume that it is not affected by the 
problem parameters.  

s

The task formation time t  is variable. The crea-
tion of the first task takes up a lot of time for the 
investigator at the initial point of the work. The 
following tasks are rapidly formed until the first result 
from the network has been received. Subsequently t  
settles upon a certain value depending on the number 
of computers in the network. The settled value also 
depends on the investigator’s experience and . 

f

f

st
Let us analyze the settled regime to define a suffi-

cient number of computers. In this case, we will 
follow an assumption that  and are constant. Let ft st
K  denote a sufficient number of computers. This 
number may be defined as follows: 

f

s
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The sufficient number of computers for the basic 
strategy is three (Figure 2) – the computers will not be 
idle and the investigator will not stand idle, too. In the 
general case, the sufficient minimal computer number 
should not cause idle time for the investigator, and 
computers may be idle. The idle time is equal to 

sf tKt −' : 

• if 0' =− sf tKt , the idle time (both of the 
computers and the investigator) is equal to zero 
(this situation is illustrated in Figure 2); 

• if 0' <− sf tKt , the investigator will stand idle; 

• if 0' >− sf tKt , the computers will be idle; 

• where  is the task formation time in the first 
strategy. 

ft '

Hence, if , then sf tt ≥' 1=K , i. e. one computer is 
sufficient for the calculations. 

If the multiple criteria optimization problem is sol-
ved by the first or the second strategies, the situation 
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is different. The computer-master forms tasks much 
faster than the investigator ( ) and many 
computers can be used in the computer network: they 
will not be idle (this situation is illustrated in 
Figure 3), where  is the task formation time in the 
second strategy. 

ff tt ''' <<

ft ''

  
Figure 2. Efficiency conditions of the basic strategy 

 

 
Figure 3. Efficiency conditions of the new strategies 

3.4.  Computer software and hardware 

The multiple criteria optimization problem (1) has 
been solved by using the computer network with the 
software package MPI (Message Passing Inter-
face) [4]. The package permits separate computers to 
compose a single parallel computer. The MPI commu-
nication and subprogram library runs the application 
programs written in FORTRAN, C and C++. The 
software package supplies with the functions to auto-
matically start up tasks on a virtual machine and 
allows the tasks to communicate and synchronize with 
one another. In our case, the virtual machine is com-
posed of 26 computers (Pentium 4, 3.2 GHz) connec-
ted to the local Windows XP network (1 Gbps). The 
optimization problem (2) has been solved with diffe-
rent values of the weights of criteria, using a variable 
metrics algorithm from the optimization software 
package MINIMUM 0. 

A special graphic interface has been designed for 
solving the multiple criteria optimization problem in 
accordance with the selected calculation strategies 0. 
Now it has been developed for the new strategies. The 
special graphic interface has been designed, applying 

Microsoft Visual C++ version 6.0 integrated design 
interface. The method of parallel problem computation 
and data interchange package MPI caused the program 
means to design a graphic interface. In our case, the 
data interchange is performed by MPICH v.1.2.5 
package that allows us to compute programs realized 
by Microsoft Visual C++ version 6.0 Error! 
Reference source not found.. 

4. Experimental investigation 

The experimental investigation has been carried 
out on the basis of the designed basic, first and second 
strategies for multiple criteria optimization problems 
to be solved interactively by applying a computer 
network. Selection of the optimal nutritive value prob-
lem has been investigated and random permissible 
minimal and maximal norm violation levels have been 
generated. Different multiple criteria optimization 
problems applying 1, 6, 12, 24 computers-slaves have 
been solved where time expenditure for a single prob-
lem (2) was one minute. The objectives of investiga-
tion were to detect:  
• the effect of the number of computers applied in 

the process; 
• the comparative efficiency of different strategies 

depending on the number of computers applied in 
the calculations. 

Each trial of the investigation has been iterated for 
ten times (10 realizations). Each problem of the trial 
has been solved for at least 30 minutes. Each next ite-
rated experiment has been recorded: the values of a 
combined criterion that includes requirement viola-
tions and the cost price have been fixed every minute 
since the zero time moment. Then ten realizations 
have made up the average of the criterion values. 

The combined criterion values were obtained by 
the formula 22= iii SK +V , where i  is the time mo-
ment,  is the normalized cost price,  is the nor-
malized sum of violations of the requirements. The 
values of  were arranged in the interval [0; 1] by the 

formula 

iK iS

iS

a
a

K

b
i

−
−S

iS

, where  is violation of the least ob-

tained sum, b  is violation of the greatest obtained 
sum,  is the sum of violations of the requirements. 
The values of  are calculated in an analogous way. 

a

i

4.1.The dependence of the strategies on the number 
of computers 
Figure 4 represents the results obtained solving the 

problem (1) by the basic strategy, when the computing 
time for solving a single problem (2) was 1 minute. 
One and six computers-slaves were applied. As 
expected, when solving the problem by six 
computers-slaves, better results are reached in less 
time. 
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Figure 5 illustrates the results obtained solving the 
problem (1) by the first strategy with one, six, and 24 
computers-slaves. An increase in the number of com-
puters provides better results. This tendency remains 
during all the experiments. An increase in the number 
of computers-slaves enables us to form more tasks and 
provides more solutions. 

0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
0,9

0 5 10 15 20 25 30
Time (minutes)

C
om

bi
ne

d 
C

rit
er

io
n 1 Comp.

6 Comp.

 
Figure 4. Dependence of  the basic strategy on the number 

of computers 
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Figure 5. Dependence of  the first strategy on the number  

of computers 
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Figure 6. Dependence of  the second strategy on the number 

of computers 

Figure 6 illustrates the results solving the problem 
(1) by the second strategy with 6, 12, and 24 
computers-slaves. An increase in the number of 
computers provides better results faster. But starting 
the 12-th minute the value of the combined criterion 
does not change, because the global minimum was 
reached (or a very close value to it). The combination 
of the computer and investigator proved the best 
productivity in case where the optimization problem 
was solved by the second strategy. The time for 

obtaining a proper solution depends on the number of 
computers-slaves (Figure 6). 

The comparison of the basic and first strategies is 
shown in Figures 7 and 8. When 6 computers are em-
ployed in both strategies the results are similar. In the 
basic strategy, the investigator cannot analyze more 
solutions obtained and select a new proper combi-
nation of the weight coefficients jλ . In this case, tasks 
formed by the investigator are similar to that as the 
computer-master. A further increase in the number of 
computers-slaves with the basic strategy is senseless – 
the investigator cannot afford working with more 
computers-slaves. The computer-master generates 
tasks rather fast; therefore it is able to form tasks for 
many computers-slaves. 
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Figure 7. Comparison of the basic and first strategies  

with six computers 
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Figure 8. Comparison of the basic and first strategies with 

24 computers 

The experimental investigation with 24 computers-
slaves is illustrated in Figure 8. A great advantage of 
the first strategy is evident. A proper solution was 
achieved in 13 minutes using 24 computers-slaves. 
The same results were obtained by the basic strategy 
using 6 computers-slaves, only in 18 minutes. Hence, 
the first strategy is superior when a great number of 
computers is available. 

Figure 9 shows the results of the second strategy, 
when 12 and 24 computers were employed comparing 
with the basic strategy when six computers were used. 
A proper solution was achieved in 18 minutes by the 
second strategy, using 12 computers-slaves, and in 11 
minutes, using 24 computers-slaves. The same results 
were obtained by the basic strategy using six com-
puters-slaves only in 22 minutes. This experimental 
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investigation has proved an obvious advantage of the 
second strategy in comparison with the basic strategy. 
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Figure 9. Comparison of the basic and second strategies 

The comparison of the first and second strategies 
is shown in Figures 10 and 11. The number of com-
puters-slaves and investigator’s experience in the se-
cond strategy influence the results.  
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Figure 10. Comparison of the first and second strategies 

with 12 computers 

Figure 10 illustrates the results obtained by the 
first strategy, and the second strategy with 12 com-
puters-slaves employed. A great advantage of the 
second strategy in comparison with the basic or first 
strategies is obvious. This is the strategy when the 
investigator selects the way of solution of the multiple 
criteria optimization problem. 

Figure 11 shows the results obtained by the first 
and second strategies when 24 computers-slaves were 
employed. 
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Figure 11. Comparison of the first and second strategies 

with 24 computers 

While analyzing the results, it can be noticed that 
the investigator’s influence on the problem solution is 
limited. The investigator selects a worse way of opti-

mization problem solution when there are many 
computers-slaves in the computer network. He spends 
a lot of time for analyzing the solutions obtained, thus 
the investigator lacks time to form new tasks. 

4.2. Efficiency of the computer network 

The computer efficiency in the parallel solution is 

defined: 
p

S
E p

p = , where 
p

p T
TS 0=

p

 (speedup), T  is 

the time to compute the problem applying one com-
puter (serial algorithm), T  is the time to obtain an 
adequate result applying  computers (parallel algo-
rithm).  

0

p

The efficiency of the calculation results is presen-

ted in an analogical definition: 
m

n

J
JE =

mJ

, where  is 

the control combined criterion;  is the combined 
criterion investigated. 

nJ

In this work the efficiency of the calculation was 
estimated every minute of the process. 

Figure 12 shows the efficiency of the computer 
network, when 12 computers were employed in the 
process of solving the problem by the first and second 
strategies. In the second strategy the investigator 
selects the way of solving of the problem, while the 
computer-master is very helpful for generating more 
new tasks. The investigator’s influence on the 
optimization problem solution is greatest when 12 
computers-slaves were employed. 
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Figure 12. Efficiency comparison of new strategies 

5. Conclusions 

New strategies of the interactive optimization 
method by using the computer network have been 
proposed. The investigation presents two developed 
strategies and the experimental analysis based on 
them, which enabled us to detect the effect of 
computer resource power on the interactive solution of 
multiple criteria optimization problems, applying the 
computer network. Numerous data of the investigation 
allow us to draw the next conclusions: 
• more than one computer was used to solve the 

multiple criteria optimization problem; the 
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developed strategies reduce the solution time of 
the problem, improve the efficiency of the 
problem solution; 

• the new strategies enable one to apply a great 
number of computers more efficiently as com-
pared with the basic strategy; 

• human-computer interaction makes it possible to 
apply a larger number of computers; 

• the number of available computers in solving the 
problem is important for selecting the strategy. 
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