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1. Indroduction 

Recently, the investigations in the area of specifi-
cation and simulation of complex systems are being 
performed by many scientists world-wide. The prob-
lems such as quality of a system and estimation of the 
system characteristics are most relevant. Methods and 
software tools are designed to help in creating analy-
tical and simulation models of a system that are based 
on hybrid aggregates where system states change con-
tinuously and discretely [1], [2]. 

The scientists at the department of Business In-
formatics in Kaunas University of Technology, led by 
professor H.Pranevicius [3], [4], [5], are doing re-
search in the area of mathematical modeling of sys-
tems. A piece-linear aggregate (PLA) formalism is 
used while designing the simulation models of sys-
tems found in various domains (telecommunication 
networks, transport, business etc.).  

The aggregates are obtained by defining the finite 
automaton (Mealy automaton) [6]. Formally, it is a 5-
tuple . Here Z, X, Y – are the finite 
sets of states, inputs and outputs, respectively, f and g 
– the functions of the transitions and outputs, 
respectively, where 

( gfYXZA ,,,,=

f

)

ZXZ →×: and YXZg →×: , 
and g is the surjection. The Mealy automaton has a 
specific property that even with many states and 

transitions in the automaton the last transitions made 
depend on the last inputs. 

The aggregate is designed having a precondition 
that the states of the aggregate are changing conti-
nuously. The classical concept of the aggregate is used 
[7], [8]: the aggregate is an object defined by the set of 
states Z, the set of input data X and the set of output 
data Y. The aggregate is operating during time t T∈ . 
The states Zz∈ , the input data  and the output 
data 

Xx∈
Yy∈  are the functions of time. Both, the opera-

tor H, which forms the transitions, and the operator G, 
which forms the outputs, have to be known. Different-
ly from the Mealy automaton the input and output data 
of the aggregate are not synchronized with the change 
of the state.  

In many complex systems, the size and complexi-
ty of tasks grows very fast. Different technologies are 
used to design more reliable, stable and error-prone 
systems. Formal analysis tools (tools that employ ma-
thematical analysis to achieve provably secure sys-
tems) are becoming increasingly popular. A compo-
nent-based approach to building formal analysis tools, 
where tasks can be decomposed into several subtasks, 
is widely used. Following the component-based ap-
proach, in this paper we propose a model of the 
aggregate, which is based on the “cellular” principle. 
In proposed model, different components are respon-
sible for performing individual subtasks whose results 
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The operation of distribution module depends on 
the probabilities . The probabilities can be selected 
by the user. 

ip
are collected and presented to the user or coherent 
components. The main advantage of the aggregate 
model presented in this paper is the ability to model 
and simulate many complex systems from various 
domains. Behavior of the aggregate. The arrived data pa-

ckets fall into the main distribution module, from 
which they randomly (by selected probabilities) are 
directed to the operation modules. In the operation 
module, the k-th data packet for some time akl is 
served in the l-th level. If the data packet arrives at the 
operation module and finds it busy, then the data 
packet is placed into the queue. After the data packet 
has been processed it is sent to the distribution module 
coherent to it, which again directs the data packet fur-
ther to the next level or directs it to the results module. 
The results can be presented as tables or graphs.  

In order to show the application of the proposed 
model, a case study of the Ethernet network is pre-
sented. In the study we present the aggregate capable 
of simulating and estimating the characteristics of the 
Ethernet network.  

2. Model of the aggregate 

One way to describe the aggregate as an object is 
the method of controlling sequences (I.N. Kovalenko 
and A.A. Borovkov [7], [8]), but it is rather difficult to 
automate it and it requires lots of time resources.  

A formal description of the aggregate model 
(Figure 1) is presented in [10]. A user interface for the 
aggregate is presented in Appendix A. In this paper we propose a model of the aggregate 

(Figure 1), which consists of the input data generator, 
the data distribution module, the n-levels of the 
operation modules and the module of results.  

The analytical methods used in the implementa-
tion of the aggregate allow us to analyze various 
characteristics and processes that occur in complex 
telecommunication networks. 

 

3. Applications of the aggregate 

3.1. The aggregate for the estimation of the 
Ethernet network characteristics 

Every telecommunication system has typical 
elements of service: the flow of input data, a service 
and the flow of output data (Figure 2.) [11]. 

 Figure 1. The model of the aggregate 

Figure 2. The general structure of a service  The aggregate can be seen as a service, and we 
will use the concepts (such as input data flow, served 
packets, output data flow etc.) that are used when 
describing services. 

Usually, the input data flow is created by many 
users in the telecommunication networks. The nature 
of the data flow depends on the number and behavior 
of the sources, and service behavior. The random 
flows of input data occur mostly. Such data can be 
described by using various probabilistic distributions.  

To model the situation when at particular time 
moments a data flow enters the system, the incoming 
data generator was implemented. It can generate 
various data flows with various parameters according 
to the exponential, deterministic, uniform and other 
distributions or a combination of them. 

Data packets can be served differently: in the 
system with losses, if there’s no possibility to serve a 
data packet, then it is dropped; in the system without 
losses, if there’s no possibility to serve a data packet, 
then it waits for service in a queue.  

In order to model how much time does it takes to 
process the data in the service, the exponential, uni-
form, deterministic or a combination of distributions 
can be used. Different distributions can be selected at 
different levels. Since the capacity of a buffer is un-
limited, i.e. the system works without losses, the ana-
lytical methods for systems with series were used in 
the aggregate [9]. 

The important parameter of a service is the ser-
vicing time ai of data packet i, which can be determi-
nistic or random, or in some cases distributed by the 
exponential distribution.  
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Because of a variety of telecommunication sys-
tems and networks, different mathematical models de-
scribing these systems, are needed. However, it is not 
always possible to create an adequate stochastic ma-
thematical model for a very complex system. Such 
systems sometimes are analyzed piece by piece and 
then the conclusions are made about the complete 
system.  

As the real object for the investigation the Ether-
net network was taken [12], [13].  

The simulation of the Ethernet network is 
performed as presented in Figure 3.  

 
Figure 3. Ethernet network model 

Ethernet network traffic is modelled as a data 
flow that consists of a stream of packets. A packet is a 
block of user data together with administration infor-
mation attached, i.e. the time spent for servicing this 
packet and a reference time when this packet entered 
the aggregate. 

The buffer and the server can be seen as the ope-
ration block. These blocks can be connected in parallel 
or serially, like those shown in Figure 4.  

Some of the operation modules can be switched 
off by setting particular probabilities . As a re-
sult the workload on the other operation modules will 
be increased.  

0=ip

The aggregate presented in Figure 3 allows inves-
tigating the network load in the Ethernet networks and 
seeing how much time a data packet traverses the net-
work, until it reaches the destination.  These characte-
ristics can be very useful to the designers of the 
telecommunication networks who seek to guarantee 
the high quality and optimal transmission of 
information in the network.  

Other important network characteristics can be 
calculated: the time spent for servicing fixed number 
of packets, traffic load in Erlangs, channel utilization, 

the time a packet waits in the channel for servicing 
(packet delay), the maximum packet delay in the 
channels etc. Moreover, it is also possible to track an 
individual packet and analyse its characteristics.  

 
Figure 4. The coupling scheme of aggregate elements 

The principle of operation of the aggregate con-
taining two levels and three channels is illustrated in 
Figure 4. 

 
Figure 5. Simulation results, t  and 2=g 10,1=st  

The results of simulation using the aggregate mo-
del, which was designed for calculating Ethernet 
network characteristics, are presented in Figures 5, 6 
and 7. Two important characteristics (W  – delays of 
packets,  – the number of packets in the queues) 
were calculated. During the simulation, the data flow 
and servicing times were generated using the determi-
nistic (simulation results presented in Figure 5) and 

i

iNq
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uniform (simulation results presented in Figure 6) 
distributions. To generate the data flow, a determinis-
tic distribution parameter tg and the uniform distribu-
tion parameters Ag and Bg were selected as constants. 
To analyse the network having different servicing 
times, the deterministic distribution parameter ts and 
the uniform distribution parameters As and Bs, were 
different for each simulation case. 

 
Figure 6. Simulation results,  and 2,1 == gg BA

10,1=,1= ss BA  

 
Figure 7. Simulation results using the combination of 

distributions 

To create more advanced models, a combination 
of different probabilistic distributions can be used (si-
mulation results presented in Figure 7). In this case, to 
generate the data flow a combination of two 
deterministic distributions (parameters 6,21 =gt  and 

10,62 =gt ) and exponential distribution (constant 

parameter ) were used. To analyse the network 
having servicing times generated using different distri-
butions at different levels, a deterministic distribution  

at level 1 (parameter 

4=gλ

4=st

s

) and exponential distribu-
tion at level 2 (parameter 2=λ ) were selected. 

0>s

)st

1<s

1=s

5,2,1

iNq

As can be seen from the simulation results (Fi-
gure 5, 6 and 7), there could be a problem at the first 
level, because of the high packet delay times. Since in 
real networks the queues are limited, there is a high 
risk that some packets may not arrive at their 
destination (arriving packets might be dropped by a 
service), causing the degradation of network perfor-
mance. 

3.2. Choosing between exponential and Weibull 
distributions  

In some cases, telecommunication networks are 
modeled only by using exponential distribution [9, 
11], which means that only exponential time modeling 
is expected. However, we propose to use a Weibull 
distribution (named after Wallodi Weibull), which is 
continuous probability distribution with the probabi-
lity density function where  is the shape para-
meter and 0>λ  is the scale parameter of the 

distribution: . A formal description is pre-
sented in Appendix B. The exponential distribution 
(when 

(λe−−1

1=s ) and Raleigh distribution (when 2=s ) 
are two special cases of the Weibull distribution. 
Many statistical analyses, particularly in the field of 
reliability, are based on the assumption that the data 
follow a Weibull distribution. Weibull distributions are 
often used to model the time until a given technical 
device fails. If the failure rate of the device decreases 
over time, one chooses  (resulting in a decreasing 
density f). If the failure rate of the device is constant 
over time, one chooses , again resulting in a de-
creasing function f. If the failure rate of the device 
increases over time, one chooses  and obtains a 
density f which increases towards a maximum and 
then decreases forever. 

1>s

The results of Ethernet network simulation using 
four different cases of Weibull distribution (with 
parameter ,5.0=s ) are presented in Figure 8.  

As can be seen in Figure 8, the dynamics of the 
system characteristics, i.e. the waiting times W and 
the number of packets  waiting in a queue are de-

creasing if the value of parameter s is increased. One 
of the advantages of using the Weibull distribution is 
that by leaving the exponential nature of the distri-
bution it is relatively easy to change the dynamics 
(data flow intensity, servicing times etc.) of the mo-
deled system. 

i
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Appendix A. User Interface 

 

Levels I=
Channels J=

Select a packet to track :   pn=

Size of aggregate :

By number of packets : s=
By time:   Time=

Data flow generation strategy :

 
 

- combined: det+unif+exp with parameters t, A, B, LIAMBDA

- deterministic with parameter t
- uniform with parameters

- combined: deter1+deter2 with t1 and t2

- exponential with parameter LIAMBDA

- combined: det+unif with parameters t, A, B
- combined: det+exp with parameters t, LIAMBDA
- combined: unif+exp with parameters A, B, LIAMBDA

- combined: unif1+unif2 with A1 and B1 ,  A2 and B2

- combined: exp1+exp2 with LIAMBDA1 and LIAMBDA2

A and B

Method of data flow generation :

- Weibull with parameter λ and s  
 

Parameter values:
t=
A= B=
LIAMBDA=
t1= t2=
A1= B1= A2= B2=
LIAMBDA1= LIAMBDA2=
λ= s=  

Figure 8. Simulation results using four different cases of 
Weibull distribution 

4. Conclusion 

Following the component-based approach, we 
proposed a model of the aggregate, which is based on 
the “cellular” principle. In the model, different compo-
nents are responsible for performing individual sub-
tasks whose results are collected and presented to the 
user or coherent components. The main advantage of 
the aggregate model presented in this paper is the 
ability to model and simulate many complex systems 
from various domains.  

 

- distribution module distributes packets from 1 to J sequentially
- by probabilities  Qp=

- distribution module distributes packets by the same probabilities 

Distribution strategy :

 
 

- servicing times  for all operation modules generated by the same 
distribution :

-  servicing times of operation 
modules generated by exp 
distribution , but with different 
parameters MIU in each level

~ deterministic with parameter aa=
~ uniform with parameters aA=

~ combined: deter1+deter2 with tt1=

and aB=
~ exponential with parameter MIU=

and tt2=
~ combined: unif1+unif2 with aA1= and aB1=

aA2= and aB2=
~ combined: exp1+exp2 with Miu1= and Miu2=

~ combined: deter+unif+exp, with probabilities p=
~ combined: deter+unif, with probabilities p=
~ combined: deter+exp, with probabilities p=
~ combined: unif+exp, with probabilities  p=

- servicing times of 
operation modules are 
different at several levels

var_a=   1 level 
   2  

   ...

The strategy of servicing times generation :

MIU =   1 level
  2  

   ... 

~ Weibull with λ= and s=

 

A case study of the Ethernet network has been 
made, showing the use of the aggregate model 
presented in this paper. As the case study showed, it is 
relatively easy to use and combine different statistical 
distributions available in the model. Moreover, a Wei-
bull distribution has been presented as an alternative 
for the exponential distribution, which is widely used 
when modeling telecommunication networks. One of 
the advantages of using the Weibull distribution is that 
by leaving the exponential nature of the distribution it 
is relatively easy to change the dynamics of the mo-
deled system. 

To support a wider range of the systems to be mo-
delled, in the future we plan to include many more 
options to the modelling system and implement alter-
native probability distributions (Parett etc.). 
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