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Abstract. Credits granting are very important parts of banks’ activities, as they may give big profits, but  there is a 
big risk connected with making decisions in this area and mistakes may be very costly for  financial institutions. The 
main idea in credit risk evaluation investigations consists of building classification rules that assign properly bank 
customers as good or bad payers. In the paper, the system based on combination of unsupervised  and supervised clas-
sification is proposed. In the first step, by using clustering algorithm, clients are segmented into groups with similar 
features. In the second step, decision trees are built and classification rules, for each group of clients, are defined. To 
avoid redundancy, different attributes are taken into account during each kind of classification.  The proposed approach 
allows for using different rules within the same data set, and for defining more accurately clients with high risk.  The 
system was tested on the real credit-risk data sets. Some exemplary results concerning different groups of clients are 
presented. 

 
1. Introduction 

Decisions concerning credits granting are one of 
the most crucial in an every banks’ policy. Well-
allocated credits may become one of the biggest 
sources of profits for any financial organizations. On 
the other hand, this kind of bank’s activity is connec-
ted with high risk as big amount of bad decisions may 
even cause bankruptcy. The key problem consists of 
distinguishing good (that surely repay) and bad (that 
likely default) credit applicants. 

The main investigations, in this area, are based on 
building credit risk evaluation models, allowing for 
automating or at least supporting credit granting deci-
sions. The research mainly focuses on adopting diffe-
rent classification techniques. Numerous methods, 
evaluating credit risk, were presented in the literature, 
so far. Most of them are based on traditional statistical 
methods like logistic regression [11], k-nearest neigh-
bor [8], classification trees [5] or neural network 
models [6, 2, 13], as well as cluster analysis (see [4, 9, 
10]). The performance of different classification algo-
rithms as well as neural networks, together with accu-
racy of extracted models were broadly examined in [1] 
and [3].  

Some of authors combined different models, to ob-
tain strong general rules. In [12], authors built the 
decision system supporting evaluation of business cre-
dit applications, by applying integration of case based 
reasoning and decision rules. Such an approach allo-
wed for connecting two kinds of representation 

knowledge and for formulating rules for a set of typi-
cal examples   

In the paper, the combination of cluster analysis 
and decision tree models is investigated.  This hybrid 
approach enables building rules for different groups of 
borrowers separately. In the first stage, bank custo-
mers are segmented into clusters, that are characteri-
zed by similar features and then, in the second step, 
for each group, decision trees are built to obtain rules 
that may indicate clients expected not to repay the 
loan. The main advantage of applying the integration 
of two techniques consists of building models that, 
may better predict risk connected with granting credits 
for each client, than while using each method separa-
tely.  

The paper is organized as follows. First, there is 
presented the whole system architecture. Then data 
preparation process as well as each of applied techni-
ques is described. In the third section, experiments on 
real credit data sets are presented and results obtained 
after each stage of the system are discussed. The final 
section presents concluding remarks.  

2. The system architecture 

The presented system, which aim is to support 
evaluation of credit risks, by building classification 
rules, is composed of three main steps. In the prepro-
cessing phase, data preparation consists of identifica-
tion of attributes to use during the next steps. 
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Figure 1. System architecture 

The attributes are divided into two separate 
groups. The first one is applied in the next step to 
segment clients with similar features. The second 
group of attributes, in turn, is used to build classifi-
cation rules, for each cluster of customers, in the final 
stage.  

Each new applicant is assigned to one of the clus-
ters and the decision concerning credit’s granting is 
taken  in accordance with rules generated for it. The 
overview of the system is presented in Figure 1. 

2.1. Data preparation 

During this stage credit data attributes are divided 
into two groups. The first one is used in cluster ana-
lysis for segmenting data, the second one will be 
applied later, while building classification rules for 
each cluster. 

Financial institutions use different attributes in 
collected credit data. Generally they may have   
quantitative or qualitative character. Examples of both 
kinds of attributes are presented in Table1 and Table2. 

Table 1. Examples of quantitative attributes 

No Attribute name 
1 
2 
3 
4 
5 
6 
7 

Term 
Credit amount 
Age 
Deposit amount 
Payment rate 
Number of years employed 
Income 

Two aspects are important at this step. Attributes 
should fit to classification techniques. In case of 
decisions trees all quantitative (continuous) values 
should be changed into qualitative (nominal). On the 
other hand, one should be very careful, while choosing 
nominal attributes for using clustering techniques, as 
only special distance functions may work properly for 
variables of this type (see [7]). 

At this stage of the system a decision of expert, 
which attributes should be chosen, for every step, is 
necessary.  

Table 2.  Examples of qualitative attributes 

No Attribute name 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 

Checking account 
Credit history 
Purpose 
Savings account 
Present employment 
Installment rate 
Personal status and sex 
Other parties 
Present residence since 
Property 
Other installments 
Housing 
Number of existing credits at this bank 
Job 
Number of dependents 
Telephone 
Foreign worker 

2.2. Segmenting customers 

Cluster analysis techniques become very popular 
in customer segmentation area. In banking, customer 
segmentation allows not only reducing exposure to 
credit risk, but also matching campaigns to customers 
and personalizing services according to client inte-
rests. In the paper, the focus is based on the first pur-
pose, however, one can also achieve the others men-
tioned above, by using only one of the stages of the 
system. 

One of the main advantage of the clustering tech-
nique is that it does not assume any specific distribu-
tion on the data, so it is suitable for credit risk analysis 
[10]. The main disadvantage of the method consists on 
big dependence of experts’ opinions in many cases. 

 Cluster analysis techniques have been broadly 
investigated in the literature (see [7] for example). The 
comparisons of performance of different algorithms 
for bank customer segmentation have been discussed 
with details in [15]. For the presented system, well 
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3.1. Case one known, k-means algorithm has been chosen, because 
of its simplicity and efficacy on big data sets. How-
ever the method depends significantly on the initial 
assignments, what may entail in not finding the most 
optimal cluster allocation at the end of the process, but 
as it was concluded in [15], k-means is very efficient 
for large multidimensional data sets. Besides, tests at 
the early stage of building the system showed its sup-
remacy on agglomerative hierarchical clustering algo-
rithms that did not give satisfying results, especially in 
the case of noise presence.    

German bank credit data set contains records, of 
clients who granted or failed in credit applications 
described by 21 attributes. Three of them: term, credit 
amount and age are numeric, while 17 the others are 
qualitative (all of them are presented in Table 2). 
Additional attribute class is nominal (0,1) and means 
the decision if credit is granted. 

During experiments, all quantitative data were 
used in the cluster analysis. After several tests clients 
were segmented   into four groups, that may be cha-
racterized as follows: the first one of rather young 
people with big credit amount and long term of repay-
ment, the second one of middle-aged persons with 
average credit amount and average term of repayment; 
third group of young people, with low credit amount 
and rather short term of repayment and the last one of 
old persons with average credit amount and average 
term of repayment. Cluster centers for all the groups 
are presented in Table 3. 

The segmentation module is adjusted into cluste-
ring by numerical attributes and as these may have 
different range of values, it is enhanced in normaliza-
tion procedure. The distance between objects (custo-
mers) can be calculated by the most common 
Manhattan or Euclidean metrics. 

2.3. Building decision rules 

In this step, well known, C4.5 algorithm is used. It 
is based on ID3 decision tree induction algorithm 
enhanced with improvements concerning dealing with 
numeric attributes, missing values, noisy data, and 
generating rules from trees (see [14]). This technique 
is also equipped with tree pruning mechanism. 

Table 3.  Cluster centers attributes values 

Cluster Age 
Credit amount 

(in DM) 

Credit 
repayment  

(in months} 
Cluster1 32 4773 40 
Cluster2 36 3197 20 
Cluster3 30 1733 13 
Cluster4 57 3653 22 

Classification and decision rules induction are 
done for every cluster found in the previous stage of 
the system. Credit risk is evaluated for different 
groups of borrowers separately, as each rule is genera-
ted only on data of customers assigned to one cluster. 
Experts may even use different choice of attributes for 
different segments of clients.   Decision rules were built, in two ways, by starting 

with the set of all 17 attributes and by using different 
attributes for each cluster. The best results were ob-
tained in the second case, what can be easily seen in 
Table 5 and Table 6. However, the complexity of ob-
tained decision trees are the same, but the rules are 
formulated by using different attributes, and the num-
bers of correctly classified instances, in the second 
case, are significantly greater than in the first one.   

Assessment of classification accuracy is done by 
calculating the percentage of correctly classified 
instances and by estimating complexity of generated 
decision trees. The last one is expressed by the num-
ber of leaf nodes and the size of obtained tree expres-
sed by total number of nodes.  Especially this feature 
of the decision rule is very important as experts look 
for clear and simple rules. If the ratio of correctly clas-
sified instances is comparable, the complexity should 
be the main factor deciding on the chosen rule. 

The rules received for each cluster separately are 
significantly less complex than the ones obtained for 
all data. Table 4 presents the Decision Table visua-
lizing the decision rules for all the data, we can see 
that three attributes: checking account, savings ac-
count and foreign worker are used in that tree, while 
for each cluster only one attribute is necessary to build 
the rule.  For example, if we consider the group of 
young people with big credit amount and long term of 
repayment the checking account attribute occurred to 
be crucial while for second and third clusters other 
installment value were deciding.  

3. Experiments 

Experiments were done on the real life credit risk 
data sets: German bank data available at 
http://www.stst.uni-muenchen.de/service/datenarchiv/ 
kredit/kredit_e.html, and Japan bank data, that can be 
found at ftp://ftp.ics.uci.edu/pub/machine-learning-
databases/credit, each of which with different attri-
butes. Main experiments consist of evaluating and 
comparing the quality of results obtained by building 
decision rules on different segments of users separa-
tely with those received while using the whole credit 
risk data set.   

3.2. Case two 

Now, there will be considered Japan bank credit 
data set, that also contains records, of clients who 
granted or failed in credit applications. Data records 
are described by 11 attributes (see Table 7) including 
class. All of them have more demographic character 
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than German data. What is more, number of five 
numeric attributes, which makes half of all of them, 

allows for distributing equally the weight of the deci-
sion process between both stages of the system. 

Table 4. Decision Table for the rules extracted for all data (amounts in DM) 

Checking 
account ≤ 0 0≤  ...<200 ≥200 No account 

Savings 
account  

(all assets) 
- - - <100 100≤ ...<500 500≤..<1000 ≥1000 No savings 

Foreign 
worker - - - - - - - Y N 

Class 0 1 1 1 0 1 0 0 1 
 

Table 5. Comparison of classification accuracy rules built 
starting with all the attributes 

Data 
Set 

Number 
of leaves 

Size of 
the tree 

Correctly classified 
instances 

Cluster1 4 5 71% 
Cluster2 3 4 56% 
Cluster3 3 4 54% 
Cluster4 2 3 47% 
All data 9 12 61% 

Table 6. Comparison of classification accuracy  rules built 
on different attributes 

Data 
Set 

Number 
of leaves 

Size of 
the tree 

Correctly classified 
instances 

Cluster1 4 5 86% 
Cluster2 3 4 65% 
Cluster3 3 4 70% 
Cluster4 2 3 79% 
All data 9 12 70% 

Table 7. Japanese bank data attributes  

No Attribute name Attribute type 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 

Class 
Unemployed 
Purpose 
Sex 
Single/married 
Problematic region 
Age 
Account balance 
Payment rate 
Credit repayment in months 
Number of years employed 

nominal 
nominal 
nominal 
nominal 
nominal 
nominal 
numeric 
numeric 
numeric 
numeric 
numeric 

Also in this case, in the first step, the number of 
four clusters was chosen to divide clients into groups 
according to all numeric attributes. It is worth to no-
tice that credit rate instead of credit amount is 
registered as an attribute. Customers assigned into the 
first cluster are rather young, with average account ba-
lance, employed for rather long time with long term 
credit repayment, while those assigned into the third 

cluster are characterized by short term of working and 
short term of credit repayment. The second and the 
forth groups contain data of rather old clients. Those 
assigned into the second cluster are well situated, 
employed for a long time with long term of credit 
repayment, while those assigned into the cluster 
number four have rather low account balance but also 
low payment rate and short repayment term (see Table 
8).  

Table 8.  Cluster centers attributes values 

Clus-
ter 

Age Account 
balance

Payment 
rate 

Credit 
repayment 
( months)

Number 
of years 

employed
Cl.1 33 83 11 20 14 
Cl.2 49 131 49 23 23 
Cl.3 27 61 9 10 4 
Cl.4 49 46 7 9 10 

All the rules built in the second stage are very 
simple (see Table 9). Decision trees constructed for 
clusters number one and four are the same as for the 
set of all data and depend only on the one attribute 
unemployed. All the instances contained in the cluster 
number two should be classified as yes, with the 
highest precision (89%). For the cluster number three 
the system indicated the simple tree with the attribute 
problematic region. However the accuracy for the 
rules determined for this cluster are less than for rules 
built for the whole data set, but those based on the 
attribute unemployed, give even less, for this cluster: 
71% of correctly classified instances.  

Table 9. Comparison of classification accuracy  

Data 
Set 

Number 
of leaves 

Size of 
the tree 

Correctly classified 
instances 

Cluster1 2 3 68% 
Cluster2 1 1 89% 
Cluster3 2 3 73% 
Cluster4 2 3 86% 
All data 2 3 76% 
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3.3. Remarks 

Data sets chosen for experiments, were rather 
small (about 100 – 125 instances each), to ensure full 
control on the whole process. But the investigations 
were also done for much bigger data sets, which count 
1000 instances and more. 

During first stage, results for different number of 
required clusters, together with choice of distance 
functions were examined. After some trial computa-
tions the number of four clusters was chosen as opti-
mal, however it may be different for various data sets. 
In all considered cases Manhattan and Euclidean func-
tions gave similar results. 

In the second stage for all the considered cases 
models were built on the full training set by using as 
the test mode: 10 fold cross validation.  C4.5 tech-
nique gave much better results, measured by accuracy 
and simplicity of constructed rules, than Id3 decision 
tree technique. 

4. Conclusions 

In the paper a possibility of connecting unsuper-
vised and supervised techniques for credit risk evalua-
tion is investigated. The presented technique allows 
for building different rules for different groups of cus-
tomers. In the proposed approach, each credit appli-
cant is assigned to the most similar group of clients 
from the training data set and credit risk is evaluated 
by applying the rules proper for this group.  

Results obtained on the real credit risk data sets 
showed higher precisions and simplicity of rules 
obtained for each cluster than for rules connected with 
the whole data set. 

Future research will focus on further investigations 
of both stages of the system, especially by improving 
clustering method, including possibility of segmenting 
according to attributes of nominal or mixed types.  
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