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#### Abstract

Four black-box fault models are introduced in the paper. The test generation task for the black-box model is more complicated, because possible realizations of the design must be taken into account. However, the time required to generate tests is not very critical factor, because the test generation can be done in parallel with the circuit synthesis process without a prolongation of Time-to-Market. All the proposed fault models were analyzed and investigated experimentally. On the basis of these results, an appropriate fault model responding to the complexity of the problem being solved can be selected.


## 1. Introduction

Functional-level test generation must be performed when a gate-level description of the Circuit-UnderTest (CUT) is not available or does not accurately describe the circuit, as is often the case in embedded core designs with Intellectual Property considerations. A test set generated at the functional level is independent and effective for any implementation and, therefore, can be generated at early stages of the design process [1, 2]. Functional Automatic Test Pattern Generation (ATPG) can also be used to identify testability problems before an implementation is selected. Ideally, it is needed a design, a test methodology and fault models that may enable a high-level design validation, the testability enhancement and the test generation in such a way that a high Defects Coverage (DC) would be achieved. Of course, reaching this goal independently from the structural synthesis and from the manufacturing technology is impossible, as the test quality will always depend on the final physical realization. However, significant steps in this direction can be made.

High-level fault models have been proposed for the realization-independent functional testing at RTL level in [3-5]. RTL fault models and quality metrics have been considered in [3]. Logic/arithmetic operations, constant/ variable switch, null statements, if/ else, case, for instructions have been considered as RTL fault models. In some cases, their effectiveness in covering stuck-at faults on the circuit's structural description has been ascertained. However, this does not guarantee their effectiveness to uncover physical defects or stuck-at faults. The high-level fault models taken from the software testing have three main advantages: they are well known and quite standardized; they require little calculations, apart from the
complete fault-free simulation; and they are already embedded in some commercial tools. However, while such metrics may be useful to validate the correctness of a design, they are usually inadequate to foresee the gate-level fault coverage with a high degree of accuracy. The observability enhanced statement coverage metric $[4,5]$ is one of the most used fault models. This fault model requires all statements in the VHDL description to be executed at least once, and their effects to be propagated to at least one primary output.

Some approaches rely on a direct examination of the HDL description [6] or exploit the knowledge of the gate-level implementation [7]. Some extract of the corresponding control machine [8, 9] from a behavioral description is used. The listed approaches are of limited generality and the adequacy of testing defects or of the coverage stuck-at faults on the gate level are not proved.

Functional delay fault models are proposed in [1012]. The Underwood et al. [10] fault model results in test sets of practical sizes; but its coverage of path delay faults in an arbitrary gate-level implementation of the circuit is low. The Pomeranz and Reddy [11] model results in test sets that cover all the path delay faults in an arbitrary gate-level implementation of the circuit. The main disadvantage of the Pomeranz and Reddy [11] model is that it results in test sets of very large size. A compromise that results in fewer tests at the cost of reduced fault coverage is mentioned in Pomeranz and Reddy [12]. The functional fault model proposed here encompasses the Underwood et al. [10] and Pomeranz and Reddy [11] models in an attempt to combine their advantages. An advantage of functional ATPG for path delay faults over structural ATPG can be seen by considering the number of targeted faults. For structural ATPG, the number of faults is
proportional to the number of paths in the circuit, which is very often exponential in circuit size. In the case of functional ATPG, the number of targeted faults is only proportional to the product of the number of inputs and the number of outputs in the circuit [2].

The behavioral or black-box models were introduced in [1, 13]. The behavioral view represents the system by defining the behavior of its outputs according to the values applied on the inputs without the knowledge of its internal organization. In this case, only the input-output relationship can be determined [13]. The black-box fault models are approximate enough comparing to the other fault models. However, the experimental investigation of these fault models demonstrated high fault coverage on a gate level for the benchmark circuits [1, 13].

Four black-box fault models will be analyzed in this paper.

## 2. The input-output pin pair fault model

Various fault models based on input-output paths testing were suggested in [1, 13]. In this section, we provide a different representation of the main concepts. Let the circuit have a set of inputs $X=\left\{x_{1}\right.$, $\left.x_{2}, \ldots, x_{i}, \ldots, x_{n}\right\}$ and a set of outputs $Z=\left\{z_{1}, z_{2}, \ldots, z_{j}\right.$, $\left.\ldots, z_{m}\right\}$. The pin pair fault model considers the stuck-at- $0 / 1$ faults occurring at the circuit boundary, and has a weak correlation with the circuit's physical faults. We write $x_{i}^{1}$ and $x_{i}^{0}$ for the input stuck-at- $1 / 0$ faults, and $z_{j}^{1}$ and $z_{j}^{0}$ for the output stuck-at- $1 / 0$ faults. There are $2 n+2 m$ possible stuck-at faults on the inputs and the outputs. Input and output stuck-at fault pairs ( $x_{i}^{t}$, $\left.z_{j}^{k}\right), t=0,1, k=0,1$ are called pin pair faults (PP). The number of possible pin pair faults of the circuit is at most $4^{*} n^{*} m$. We denote the set of the pin pair faults by

$$
\mathrm{P} 1=\left\{\left(x_{i}^{t}, z_{j}^{k}\right) \mid i=1, \ldots, n, j=1, \ldots, m, t=0,1, k=0,1\right\} .
$$

The test stimulus detects the pin pair fault $\left(x_{i}^{t}, z_{j}^{k}\right)$ of the circuit if this test stimulus detects both the input fault $x_{i}^{t}$, and the output fault $z_{j}^{k}$ of the pair on the output $z_{j}$ of the circuit. Sometimes there exists no electric connection between the input and the output, and the pin pair fault defined by these input and output can't be detected. These faults are untestable. The PP fault $\left(x_{i}^{t}, z_{j}^{k}\right)$ of a circuit is testable if a conventional deterministic test generator finds a test stimulus detecting an input fault $x_{i}^{t}$ on the output $z_{j}$ while the negated values (not $t$ - to the input and not $k$ - to the output) are assigned to the input $x_{i}$ and to the output $z_{j}$. The number of testable PP faults equals to $4 \times n \times m$ minus the number of untestable PP faults. The relationship ratio demonstrates the relation between the number of testable PP faults and the total number of possible PP faults and is computed as follows:

Relationship ratio $=$ Number of testable PP faults/ $4 \times n \times m$.

It is a convenient way to represent the detection of PP faults of the circuit by the relationship matrix $\mathrm{C}=\left\|c_{i, j}\right\|_{2 n \times 2 m}$. The matrix entry $c_{2 i-t, 2 j-k}$ corresponds to the PP fault $\left(x_{i}^{t}, z_{j}^{k}\right)$. We assume that the matrix entry is equal to one when the fault is detected and the entry is equal to zero otherwise. In general, circuits may have a lot of untestable PP faults. The untestable PP faults complicate test generation significantly. The test generator can prove the untestability of the fault only by enumerating all the possibilities in the search space. However, the search space is typically very large even for circuits of moderate size.


Figure 1. Circuit $c 17$

Four entries of the matrix define relations between the input and the output of the circuit. The existing path with the even number of inverters shows that the faults $\left(x_{x 1}{ }^{0}, z_{z 1}{ }^{0}\right),\left(x_{x 1}{ }^{1}, z_{z 1}{ }^{1}\right)$ can be detected. The upper left entry and the lower right entry of the four entries of the matrix correspond to these faults, as it is shown in Table 1. Whereas, PP faults between the input $x 1$ and the output $z 2$ are untestable, because there exists no path to connect them in the circuit and the corresponding entries of the matrix $C$ have zero values. Observe that if there exist no connecting path for any realization of the circuit between the input and the output, the corresponding PP faults are untestable. However, no one should assert opposite, as the circuit's realization may be redundant with redundant connections. Thus, the existence of an even or odd path (a path having an odd number of inverters) in the circuit does not guarantee the detection of the corresponding PP faults. Yet, the bulk of untestable PP faults can be determined according to the structure of the circuit.

There exist two paths connecting the input $x 3$ to the output zl ; one path has the even number of inverters, the other - the odd number of inverters. Consequently, all the four corresponding entries of the matrix C are equal to one. Whereas, there are four paths connecting the inputs $x 3$ and x 4 to the output $z 2$ through the odd number of inverters. Thus, a single detection of a corresponding PP fault does not guarantee the detection of all stuck-at faults in these paths. In general, the detection of the PP fault should guarantee the detection of the stuck-at faults in one of the paths at least. However, one has to remember that the
activation of several paths simultaneously (by one stimulus) may not guarantee that the stuck-at faults of at least one path would be detected.

Table 1. The Matrix C of the Circuit c17

|  | $z 1$ |  | $z 2$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1 | 0 | 0 | 0 |
|  | 0 | 1 | 0 | 0 |
| $x 2$ | 1 | 0 | 1 | 0 |
|  | 0 | 1 | 0 | 1 |
| $x 3$ | 1 | 1 | 0 | 1 |
|  | 1 | 1 | 1 | 0 |
| $x 4$ | 0 | 1 | 0 | 1 |
|  | 1 | 0 | 1 | 0 |
| $x 5$ | 0 | 0 | 1 | 0 |
|  | 0 | 0 | 0 | 1 |

In general, it is not possible to relate the PP fault to the stuck-at faults of the circuit unambiguously, because the PP fault doesn't determine the propagation path of the fault effect. The detection of the pin pair fault $\left(x_{i}^{t}, z_{j}^{k}\right)$ is related to the paths of the circuit between the input $i$ and the output $j$. The faults $\left(x_{i}^{0}, z_{j}^{k}\right)$ and $\left(x_{i}{ }^{1}, z_{j}^{k}\right)$ are symmetric. If the test stimulus detecting one of them is known, the other fault can be detected using the adjacent test stimulus where the value on the input $i$ is negated. The adjacent stimuli detect both pin pair faults by the same path of the circuit. If both test stimuli, which detect faults, are not adjacent (they differ in more than one value), then both test stimuli may activate different paths between the input $i$ and the output $j$.

Note that there may be many paths between the input $i$ and the output $j$. If the pin pair fault is detected only once, it is evident that there may be a lot of paths, which were not activated, after detecting all the pin pair faults; the same could be true also for the stuck-at faults. However, the experimental researches proved that the situation is different. The test stimulus detecting pin pair faults does not detect only one and a half percent of stuck-at faults on the average [14]. This result can be explained by the fact that each test stimulus detects the stuck-at faults on several paths between the input and the output. The stuck-at faults of the gates, which allow the activation of the path, are detected as well. In the case of the circuit $c 17$, the single paths starting on the inputs $x 3, x 4$ and passing through the gates $e 11, e 19$, and $e 23$ to the output $z 2$ are not possible to activate, and the stuck-at- 0 fault on the input of the gate $e 19$ is not detected. However, this fault is detected while detecting the PP faults from the input $x 5$ to the output $z 2$.

The other reason why the functional test possesses a high quality is that every stuck-at fault can be detected by several paths between inputs and outputs. If a stuck-at fault lies on several paths starting on the $K$ inputs and ending at the $L$ outputs, then it can be detected by the activation of $K \times L$ paths. If such a fault
is not detected by one path, then it can be detected by another path out of the $K \times L$ paths.

Next reason why the functional test with no guarantee of activating all paths between inputs and outputs has a high quality is the following: in general, a test stimulus detects several pin pair faults and the set of the test stimuli may detect most of PP faults more than once. A new path can be activated by the detection of the same PP fault using a new test stimulus as well. Consequently, the strategy for improving the quality of a functional test becomes evident: every PP fault has to be detected several times. However, in such a case, the set of the test stimuli is oversized significantly and there is no guarantee that a new path will be activated in the detection of the PP fault next time. Therefore, the improvement of the quality of the functional test by increasing the number of the test stimuli, which detect the PP faults, is not rational. One has to look for such black-box fault models that increase the set of test stimuli moderately and purposefully. Such possible fault models are discussed in the further sections.

Various strategies for obtaining a set of test stimuli that detect PP faults are possible. For every stimulus detecting the PP fault $\left(x_{i}^{0}, z_{j}^{\mathrm{k}}\right)\left(\left(x_{i}^{1}, z_{j}^{k}\right)\right)$, it is possible to form a stimulus detecting the symmetric PP fault $\left(x_{i}{ }^{1}, z_{j}^{k}\right)\left(\left(x_{i}^{0}, z_{j}^{k}\right)\right)$; the other strategy is to strive that every PP fault would be detected by a different stimulus.

It is interesting to know an influence of the compaction of the test set that detects PP faults to the quality and length of the test. Such issues will be discussed preliminary on the test set of circuit $c 17$.

Table 2. Stimuli for the circuit $c 17$

| $N$ | $x 1$ | $x 2$ | $x 3$ | $x 4$ | $x 5$ | $z 1$ | $z 2$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 1 | 0 | 0 | 0 | 1 | 1 |
| 2 | 0 | 1 | 1 | 0 | 1 | 1 | 1 |
| 3 | 1 | 0 | 0 | 1 | 1 | 0 | 1 |
| 4 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 5 | 0 | 0 | 1 | 0 | 1 | 0 | 1 |
| 6 | 1 | 0 | 1 | 1 | 0 | 1 | 0 |
| 7 | 1 | 1 | 1 | 1 | 0 | 1 | 0 |
| 8 | 0 | 1 | 0 | 1 | 0 | 1 | 1 |
| 9 | 0 | 1 | 1 | 1 | 0 | 0 | 0 |

The test of 9 stimuli was obtained automatically; this test (Table 2) detects all the PP faults of the circuit c17, but it does not detect the stuck-at-1 at the first input of gate $e 19$ of the given realization. A characteristic feature of this test is that every stimulus of the test sequence detects some PP fault, which was not detected by the previous stimuli in the sequence. Such a test sequence can be redundant. The irredundant test is distinguished by the feature that after eliminating some stimulus from the set of the test, the remaining stimuli would not detect some PP faults. The elimination of 1,3 , and 7 stimuli from the automatically
generated test formed the irredundant test containing six stimuli. The compaction of the test did not harm the coverage of the test at the gate level of the circuit realization presented in Figure 1; the coverage results are the same as before the minimization. The optimized synthesis of circuit $c 17$ yields the realization that is presented in Figure 2; in the latter case, the irredundant six stimuli of circuit $c 17$ detect all the stuck-at faults of this realization.


Figure 2. Optimized Circuit $c 17$

## 3. The input-input-output pin triplet fault model

The PP fault model requires the activation of the path between an input and an output at least one time. The activation of the pair of the paths would increase the number of the separate paths activation. The pin triplets possess such property.

The input-input-output pin stuck-at fault triplets $\left(x_{i}^{t}, y_{h}^{p}, z_{j}^{k}\right), t=0,1, k=0,1, \mathrm{p}=0,1$ are called the pin triplet faults (PT) [14]. The number of possible pin triplets faults of the circuit is at most $4 \times n \times n \times m$. The set of the pin triplet faults is denoted as follows:

$$
\begin{aligned}
& \mathrm{PT}=\left\{\left(x_{i}^{t}, y_{h}^{p}, z_{j}^{k}\right) \mid i=1, \ldots, n, h=1, \ldots, n, \mathrm{j}=1, \ldots, m,\right. \\
& t=0,1, k=0,1, p=0,1\} .
\end{aligned}
$$

The test stimulus detects the pin triplet fault ( $x_{i}^{t}$, $\left.y_{h}{ }^{p}, z_{j}^{k}\right)$ of the circuit if this test stimulus detects the pin faults $x_{i}^{t}, y_{h}^{p}$ and $z_{j}^{k}$ of the triplet on the output $z_{j}$ of the circuit. The pin triplet fault requires the activation of two paths from the inputs to the output by the same test stimulus. All possible pairs of the paths activation are considered.

The PT fault covers the PP fault if $x_{i}$ and $y_{h}$ is the same input. The pin fault triplet $\left(x_{i}, x_{i}, z_{j}\right)$ reduces to the pin fault pair $\left(x_{i}, z_{j}\right)$.

Now we analyze the relation of PT faults to the structure of the circuit. Every triplet fault is related to the activation of two paths of circuit from the input x to the output $z(x-z)$ and from the input y to the output $z(y-z)$ by the same test stimulus. The paths may have both even and odd number of inverters and the faults on the paths can be detected when the value on the output is 1 or 0 . Different stuck-at faults are detected in case of different values on the output. Generalized cases of PT faults are presented in Table 3.

Table 3. The generalized PT faults

| Faults | Comments |
| :---: | :--- |
| $\left(x_{i}{ }^{0}, y_{h}{ }^{0}, z_{j}^{0}\right)$ | The activation of two circuit's paths x-z <br> and y-z having an even number of <br> inverters when the value at the output is 1 |
| $\left(x_{i}{ }^{0}, y_{h}{ }^{0}, z_{j}{ }^{1}\right)$ | The activation of two circuit's paths x-z <br> and y-z having an odd number of <br> inverters when the value at the output is 0 |
| $\left(x_{i}{ }^{0}, y_{h}{ }^{1}, z_{j}^{0}\right)$ | The activation of the path x-z having an <br> even number of inverters and the path y-z <br> having an odd number of inverters when <br> the value at the output is 1 |
| $\left(x_{i}{ }^{0}, y_{h}{ }^{1}, z_{j}^{1}\right)$ | The activation of the path x-z having an <br> odd number of inverters and the path y-z <br> having an even number of inverters when <br> the value at the output is 0 |
| $\left(x_{i}{ }^{1}, y_{h}{ }^{0}, z_{j}^{0}\right)$ | The activation of the path x-z having an <br> odd number of inverters and the path y-z <br> having an even number of inverters when <br> the value at the output is 1 |
| $\left(x_{i}{ }^{1}, y_{h}{ }^{0}, z_{j}^{1}\right)$ | The activation of the path x-z having an <br> even number of inverters and the path y-z <br> having an odd number of inverters when <br> the value at the output is 0 |
| $\left(x_{i}{ }^{1}, y_{h}{ }^{1}, z_{j}^{0}\right)$ | The activation of two circuit's paths x-z <br> and y-z having an odd number of <br> inverters when the value at the output is 1 |
| $\left.y_{h}{ }^{1}, z_{j}^{1}\right)$ | The activation of two circuit's paths x-z <br> and y-z having an even number of <br> inverters when the value at the output is 0 |

It is convenient to represented the detection of PT faults using the ternary matrix $\mathrm{L}=\left\|l_{i, h, j}\right\|_{2 n \times 2 n \times 2 m}$, where the matrix entry $l_{2 i-t, 2 h-p, 2 j-k}$ corresponds to the PT fault $\left(x_{i}^{t}, y_{h}^{p}, z_{j}^{k}\right)$. We will assume that the entry $l_{2 i-t, 2 h-p, 2 j-k}$ gets value 1 when the fault is detected, otherwise - 0 . In general, circuits have many untestable PT faults, which complicate test generation a lot.

The ternary matrix can be presented in the form of two-dimensional matrix layers. The layer corresponds to the value at the output and to detectable fault as well. The stuck-at 0 is detected ( $k=0$ ) when the value at the output is 1 , and the stuck-at- 1 is detected $(k=1)$ when the value at the output is 0 . So, two layers correspond to each output of the circuit in the ternary matrix. Four entries of the matrix $L$ are assigned to each pair of inputs in the layer, which corresponds to the output, as it is shown in Table 4. The rows and columns correspond to the inputs of the circuit. Two rows and two columns are used to describe every input of the circuit. They intersect in four entries of the matrix L . The value 1 in the entries of Table 4 indicates the detection of the corresponding PT fault. The entries of the matrix layer will be denoted according to Table 4 when the value at the output is 1 $\left(z_{j}=1\right)$, but in this case, $z_{j}{ }^{1}$ is changed to $z_{j}^{0}$ in all the entries.

The entries of the three-dimensional matrix L can be linked to the structure of the circuit. For the left upper entry of four entries of the three-dimensional matrix $L$ the value lis assigned if both inputs are
connected to the output by the paths having an even (odd) number of inverters when the value at the output is 0 (1). For the right lower entry the value 1 is assigned if both inputs are connected to the output by the paths having an odd (even) number of inverters when the value at the output is 0 (1). For the left lower entry the value 1 is assigned if the input $x_{i}$ is connected to the output by a path having an odd (even) number of inverters and the input $x_{j}$ is connected to the output by a path having an even (odd) number of inverters when the value at the output is 0 (1). Similarly, for the right upper entry the value 1 is assigned if the input $x_{i}$ is connected to the output by a path having an odd (even) number of inverters and the input $x_{j}$ is connected to the output by a path having an even (odd) number of inverters when the value at the output is $0(1)$.

Table 4. Layer of the Three-Dimensional Matrix L
when $z_{j}=0$


The entries of the three-dimensional matrix L can be linked to the structure of the circuit. For the left upper entry of four entries of the three-dimensional matrix $L$ the value 1 is assigned if both inputs are connected to the output by the paths having an even (odd) number of inverters when the value at the output is $0(1)$. For the right lower entry the value 1 is assigned if both inputs are connected to the output by the paths having an odd (even) number of inverters when the value at the output is $0(1)$. For the left lower entry the value lis assigned if the input $x_{i}$ is connected to the output by a path having an odd (even) number of inverters and the input $x_{j}$ is connected to the output by a path having an even (odd) number of inverters when the value at the output is $0(1)$. Similarly, for the right upper entry the value 1 is assigned if the input $x_{i}$ is connected to the output by a path having an odd (even) number of inverters and the input $x_{j}$ is connected to the output by a path having an even (odd) number of inverters when the value at the output is $0(1)$.

If both inputs $x_{i}$ and $y_{j}$ are connected to the output $z$ by the paths having either an even or odd number of inverters, then only for one entry - either the left upper one or the right lower one - out of the four entries of the three-dimensional matrix the value 1 can be
assigned. If one of the inputs is connected to the output by a path having an even number of inverters and the other input is connected to the output by a path having an odd number of inverters, then for either the left lower entry or the right upper one the value 1 can be assigned. If one of the inputs is connected to the output by a path having an even number of inverters and the other input is connected to the output by a paths having an even number of inverters as well as by a paths having an odd number of inverters, then for two adjacent entries out of the four ones the value 1 can be assigned. Finally, when both inputs are connected to the output by paths having an even number of inverters as well as by paths having an odd number of inverters, for all four entries the value 1 can be assigned.

Note that the inputs $x 1$ and $x 2$ of the circuit $c 17$ are connected to the output $z 1$ by the paths having an even number of inverters. The layers of the threedimensional matrix of circuit $c 17$, when $z 1=0$ and $z 1=1$, are shown in Table 5 and Table 6, respectively. Two columns and two rows are linked to every input of the circuit. In both tables, only single entry has the value 1 in the intersection of the inputs $x 1$ and $x 2$. Whereas, the input x 3 is connected to the output $z 1$ by a path having an even number of inverters as well as by a path having an odd number of inverters, consequently, only for two adjacent entries the value 1 is assigned. These entries are symmetrical in the layers corresponding to the values 0 and 1 at the output $z 1$. It has to be mentioned that values can be symmetrical placed not only in the entries of different layers of output. Some values are symmetrical in the same layer with respect to the diagonal crossing from the left upper corner to the right lower corner. Tables 5-8 present all the layers of the three-dimensional matrix obtained according to the structure of the circuit $c 17$.

Table 5. Layer of the Three-Dimensional Matrix L when $z_{1}=0$

|  | $x 1$ |  | $x 2$ |  | $x 3$ |  | $x 4$ |  | $x 5$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x 1$ | 1 | 0 | 1 | 0 | 1 | 1 | 0 | 1 | 0 | 0 |
|  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $x 2$ | 1 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 0 | 0 |
|  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $x 3$ | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 0 |
|  | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 |
| $x 4$ | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | 1 | 0 | 1 | 0 | 1 | 1 | 0 | 1 | 0 | 0 |
| $x 5$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Table 6. Layer of the Three-Dimensional Matrix L when $z_{1}=1$

|  | $x 1$ |  | $x 2$ |  | $x 3$ |  | $x 4$ |  | $x 5$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $x 1$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 0 |
| $x 2$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | 0 | 1 | 0 | 10 | 1 | 1 | 1 | 1 | 0 | 0 |
| $x 3$ | 0 | 1 | 0 | 1 | 1 | 0 | 1 | 0 | 0 | 0 |
|  | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 0 | 0 | 0 |
| $x 4$ | 0 | 1 | 1 | 0 | 1 | 1 | 1 | 0 | 0 | 0 |
|  | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $x 5$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Table 7. Layer of the Three-Dimensional Matrix L when $z_{2}=0$

|  | $x 1$ |  | $x 2$ |  | $x 3$ |  | $x 4$ |  | $x 5$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $x 1$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $x 2$ | 0 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 0 |
|  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $x 3$ | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
|  | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 1 | 0 |
| $x 4$ | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
|  | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 1 | 0 |
| $x 5$ | 0 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 0 |
|  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Table 8. Layer of the Three-Dimensional Matrix L when $z_{2}=1$

|  | $x 1$ |  | $x 2$ |  | $x 3$ |  | $x 4$ |  | $x 5$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x 1$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $x 2$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | 0 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 0 |
| $x 3$ | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 1 | 0 |
|  | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
|  | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 1 | 0 |
|  | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
| $x 5$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | 0 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 0 |

The test stimulus is defined by the vector $\mathrm{A}=<a_{1}$, $a_{2}, \ldots, a_{i}, \ldots, a_{n}>$, where $a_{i} \in\{0,1\}$. The response of the circuit is defined by the vector $\mathrm{B}=<b_{1}, b_{2}, \ldots, b_{j}$, $\ldots, b_{m}>, b_{j} \in\{0,1\}$. At the beginning, for all entries of the three-dimensional matrix $L$ the value 0 is assigned. The indices of the matrix have the following values: $i^{*}, h^{*}=1,2,3, \ldots, 2 n, j^{*}=1,2,3, \ldots, 2 m$. For the entry of the three-dimensional matrix that is indexed $i^{*}=2 i+a_{i}$, $h^{*}=2 h+a_{h}, j^{*}=2 j+b_{j}$ the value 1 is assigned, when the complement of the values at the inputs $a_{i}$ and $a_{h}$ entails the complement of the value at the output $b_{j}$ as well.

Till now we considered input/input/output fault models. Input/output/output fault models can be developed in the similar way. We denote the set of the pin triplet faults by

$$
\begin{aligned}
& \mathrm{PT} 2=\left\{\left(x_{i}^{t}, y_{h}^{p}, z_{j}^{k}\right) \mid i=1, \ldots, n, h=1, \ldots, \quad m, j=1\right. \\
& \ldots, m, t=0,1, \mathrm{k}=0,1 p=0,1\}
\end{aligned}
$$

The test stimulus detects a pin triplet fault $\left(x_{i}, y_{h}{ }^{p}\right.$, $z_{j}^{k}$ ) of the circuit if this test stimulus detects the pin faults $x_{i}^{t}, y_{h}{ }^{p}$ and $z_{j}^{k}$ of the triplet at the outputs $z_{j}$ and $y_{h}$ of the circuit. The pin triplet fault requires the activation of two paths that connect input $x_{i}$ to the outputs $y_{h}$ and $z_{j}$ on the same test stimulus. All possible pairs of the activation of the paths are considered.

Every triplet fault is related to the activation of two paths that connect the input $x$ to the output $z(x-z)$ and the input $x$ to the output $y(x-y)$ by the same test stimulus. The paths may have both even and odd number of inverters and can be activated when the value at the output is 1 or 0 . Different stuck-at faults are detected in case of different values at the output. The generalized PT2 faults can be presented in the same way as PT faults (see Table 3). For example, consider the PT2 fault $\left(x_{i}^{0}, y_{h}{ }^{0}, z_{j}^{0}\right)$. The detecting of this fault requires the activation of two circuit's paths $x_{i}-y_{h}$ and $x_{i}-z_{j}$ having an even number of inverters when the signal value at the outputs $y_{h}$ and $z_{j}$ and at the input $x_{i}$ is 1

In the case of PT2 faults, the base for selecting the pairs of paths differs substantially, and the test stimuli obtained according to the PT2 model can differ from the ones, obtained according to the PT model. There is no theoretical background to prove the superiority of one of these models. We used the PT fault model till now, though the comparison of the models PT and PT2 by experiments has not been performed yet.

In general, the PT fault model allows detecting every PP fault several times, because the PT fault consists of the PP fault pairs. This depends on the number of PP faults linked to the same output. Therefore, the test obtained using the PT model should be significantly longer and should test more stuck-at faults, as the test stimuli better cover the paths of the circuit. This conclusion was validated by the experiments presented in [14].

The test, generated for the circuit c 17 according to the PT fault model, has 12 test stimuli and detects all stuck-at faults. Despite this fact, we will demonstrate by a simple example why a test for PP and PT faults doesn't guarantee the detection of stuck-at faults at the gate level of the circuit The circuit is shown in Figure 3. It has one fan-out with branches $b_{1}$ and $b_{2}$. Table 9 lists all possible input stimuli in the initial columns. The PP faults, the stuck-at faults on the fan-out branches and the PT faults detectable by the corresponding input stimulus are shown in the following columns of Table 9.

The test generator constructed according to PT or PP fault model will always select the input stimuli 2,3 and 6 , because no other stimuli can detect the corresponding PT or PP faults. The PP fault $\left(b^{1}, d^{1}\right)$ can
be detected by one of the three stimuli: 1 , or 4 , or 5 . In the case of a selection of the input stimulus 5, all stuck-at faults of the fan-out will be detected. Some stuck-at faults of the fan-out remain undetected in the case of selecting the input vector 1 or 4 . Only both stimuli 1 and 4 can guarantee the detection of all stuck-at faults of the fan-out. The test generation according to the PP fault model or the PT fault model can never guarantee the selection of both stimuli 1 and 4 or the selection of the stimulus 5 . Note that the adjacent input stimuli can improve the detection of the stuck-at faults. This conclusion will be discussed in the next section.


Figure 3. The tricky circuit
Table 9. The stimuli and faults detected by stimuli

| N | a | b | c | d | PP <br> faults | Fan-out <br> stuck-at <br> faults | PT faults |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 |  |  |  |
| 1 | 0 | 0 | 1 | 0 | $\left(b^{1}, d^{1}\right)$ | $b_{2}{ }^{1}$ | $\left(b^{1}, b^{1}, d^{1}\right)$ |
| 2 | 0 | 1 | 0 | 0 | $\left(c^{1}, d^{1}\right)$ <br> $\left(a^{1}, d^{1}\right)$ |  | $\left(a^{1}, c^{1}, d^{1}\right)$ |
| 3 | 0 | 1 | 1 | 1 | $\left(b^{0}, d^{0}\right)$ <br> $\left(c^{0}, d^{0}\right)$ | $b_{2}{ }^{0}$ | $\left(b^{0}, c^{0}, d^{0}\right)$ |
| 4 | 1 | 0 | 0 | 0 | $\left(b^{1}, d^{1}\right)$ | $b_{1}{ }^{1}$ | $\left(b^{1}, b^{1}, d^{1}\right)$ |
| 5 | 1 | 0 | 1 | 0 | $\left(b^{1}, d^{1}\right)$ | $b_{1}{ }^{1} b_{2}{ }^{1}$ | $\left(b^{1}, b^{1}, d^{1}\right)$ |
| 6 | 1 | 1 | 0 | 1 | $\left(b^{0}, d^{0}\right)$ <br> $\left(a^{0}, d^{0}\right)$ | $b_{1}{ }^{0}$ | $\left(a^{0}, b^{0}, d^{0}\right)$ |
| 7 | 1 | 1 | 1 | 1 | $\left(b^{0}, d^{0}\right)$ |  |  |

Despite the drawback of the fault models demonstrated above, the test stimuli generated according to the mentioned models for the entire suite of the benchmark circuits detect stuck-at faults of any realization surprisingly well. A few reasons why the results are unexpectedly good can be seen. Firstly, the values at the different outputs depend on the same inputs. A stuck-at fault can be detected on several outputs. The test stimulus for one output can detect stuck-at faults at the other outputs as well. Actually, each test stimulus can detect several PT faults. Consequently, each PT fault may be tested more than once.

## 4. The model of activating function terms

The relationship matrix is useful not only for representing the detection of PP or PT faults. The
relationship matrix holds information, which could be used to write the variables of the direct and reverse function of the circuit. As it is seen in Table 1, each output variable is linked to two columns. The first column indicates the input variables that have an impact to the value of the reverse function of the output. The second column indicates the input variables that influence the value of the direct function of the output. The output function depends on the input variable if there is at least one value 1 in the intersection of column and rows, where column corresponds to the output variable and rows correspond to the input variable.

Every input variable is linked to two rows. The upper row indicates that the variable is negated in the function. The bottom row indicates that the variable has a direct form. The function terms may have variables both in the direct form and in the negated form. The variable of a term either in the direct or in the negated form will be referred as a literal of the term. Thus, according to the first column of Table 1, the terms of the reverse function of the output $\mathrm{z}_{1}$ have the following literals: $\bar{z}_{1}=f\left(\bar{x}_{1}, \bar{x}_{2}, \bar{x}_{3}, x_{3}, \bar{x}_{4}\right)$. According to the second column of Table 1 , the terms of the direct function of the output $z_{1}$ have the following literals:
$z_{1}=f\left(x_{1}, x_{2}, x_{3}, x_{3}, x_{4}\right)$. Similarly, according to the third and the fourth columns of Table 1, the reverse function
is $\bar{z}_{2}=f\left(\bar{x}_{2}, x_{3}, x_{4}, \bar{x}_{5}\right)$, and the direct function is $z_{2}=f\left(x_{2}, \bar{x}_{3}\right.$, $x_{4}, x_{5}$ ).

The relationship matrix, which is presented in Table 1, can be created for each single test stimulus. The relationship matrix for the stimulus $\mathrm{A}=<a_{1}, a_{2}, a_{3}, a_{4}, a_{5}>=<10100>$ is presented in Table 10 . Note that the value 1 at the output $z_{1}$ is determined by the variables $x_{1}$ and $x_{3}$. These variables form the activating term $x_{1} x_{3}$. Similarly, the value 0 at the output $z_{2}$ is determined by the values $\bar{x}_{2}$ and $\bar{x}_{5}$, which form the activating term $\bar{x}_{2} \bar{x}_{5}$. The relationship matrix for the next stimulus $\left.\left.=<a_{1}, a_{2}, a_{3}, a_{4}, a_{5}\right\rangle=<11110\right\rangle$ is presented in Table 11. From this table, the activating term $x_{1}$ for the output $z_{1}{ }^{-}$and the activating term $x_{3} x_{4}$ for the output $z_{2}$ are obtained. The activating functions $z_{1}=x_{1} x_{3}+x_{1}$ and $z_{2}=\bar{x}_{2} \bar{x}_{5}+x_{3} x_{4}$ can be formed from the obtained activating terms in a similar way as the logical functions are formed. The activating term $x_{1} x_{3}$ includes all literals of the other activating term $x_{1}$. The former activating term is more valuable for test generation because it includes more variables. Consequently, the activating term, whose literals are not covered by other activating term, will be called a significant activating term. The activating term $x_{1}$ is not a significant one, as its literals are covered by the activating term $x_{1} x_{3}$. The activating functions of the outputs are formed from the significant activating terms only. The significant activating term of the function is considered as the fault model, and the
values of the inputs forming it are considered as the test stimulus that detects this fault. A test stimulus may detect several activating terms of the function of the different outputs. The activating term (AT) fault model has a disadvantage that the number of faults cannot be calculated in advance and thus the usual concepts of test completeness cannot be used. All the activating terms of the function can be determined only if the response of the circuit is found to all possible input stimuli. Often this is not the case for real circuits. Because of this restriction there is no guarantee that the function will have all the possible activating terms. The different sets of activating terms can be obtained for the circuit. This conclusion means that the number of faults is changeable and it depends of their formation order. This fault model is more suitable for simulation-based test generation. In general, the functions of the circuits have many activating terms and these terms can be detected by a large number of test stimuli. The test stimuli obtained according to this fault model detect the stuck-at faults at the gate level better if compared to PP and PT fault models. The test set generated automatically for the circuit C17 according to this fault model has 15 stimuli, which detect all the stuck-at faults of the circuit.

Table 10. The relationship matrix for stimulus $<10100>$

| $x_{1}$ | $z_{1}$ |  | $z_{2}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 0 | 0 | 0 | 0 |
|  | 0 | 1 | 0 | 0 |
|  | 0 | 0 | 1 | 0 |
| $x_{3}$ | 0 | 0 | 0 | 0 |
|  | 0 | 0 | 0 | 0 |
| $x_{4}$ | 0 | 1 | 0 | 0 |
|  | 0 | 0 | 0 | 0 |
| $x_{5}$ | 0 | 0 | 0 | 0 |
|  | 0 | 0 | 1 | 0 |

Table 11. The relationship matrix for stimulus $<11110>$

|  | $z_{1}$ |  | $z_{2}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 0 | 0 | 0 | 0 |
|  | 0 | 1 | 0 | 0 |
| $x_{2}$ | 0 | 0 | 0 | 0 |
|  | 0 | 0 | 0 | 0 |
| $x_{3}$ | 0 | 0 | 0 | 0 |
|  | 0 | 0 | 1 | 0 |
| $x_{4}$ | 0 | 0 | 0 | 0 |
|  | 0 | 0 | 1 | 0 |
| $x_{5}$ | 0 | 0 | 0 | 0 |
|  | 0 | 0 | 0 | 0 |

Now we will discuss the correlation between the activating terms of the function constructed according to the relationship matrix and the usual terms of the logical function. Direct and reverse logical functions
of the outputs of the circuit $C 17$ are defined as follows: $\quad z_{1}=x_{1} x_{3}+x_{2} \bar{x}_{4}+x_{2} \bar{x}_{3}, \quad \bar{z}_{1}=\overline{x_{1}} \bar{x}_{2}+\overline{x_{1}} x_{3} x_{4}+\overline{x_{2}} \bar{x}_{3}$, $z_{2}=\mathrm{x}_{3} \mathrm{x}_{5}+\overline{\mathrm{x}}_{4} \mathrm{x}_{5}+\mathrm{x}_{2} \overline{\mathrm{x}}_{4}+\mathrm{x}_{2} \overline{\mathrm{x}}_{3}, \bar{z}_{2}=\bar{x}_{2} \bar{x}_{5}+x_{3} x_{4}$. Note that the terms of the reverse logical function of the output $z_{2}$ are the same as those obtained according to the relationship matrix. All the significant activating terms, which were obtained automatically for this example, coincide with the terms of the logical functions. However, such a result cannot be obtained in all the cases. Let us see the example, where the function is defined as follows: $\mathrm{f}=x_{1} x_{2} x_{3}+\overline{x_{1}} \bar{x}_{2} \overline{x_{3}}, \mathrm{f}=x_{1}$ $x_{2}+\overline{x_{1}} \bar{x}_{3}+x_{2} \bar{x}_{3}$. The significant activating terms of the reverse function constructed according to the relationship matrix are the following: $\overline{\mathrm{f}}=x_{1}+\bar{x}_{1}+x_{2}+$ $x_{2}+x_{3}+\bar{x}_{3}$ (Table 12); they differ significantly from the terms of the reverse logical function.
Table 12. Input stimuli and activating terms

|  | $x 1$ | $x 2$ | $x 3$ | $y$ | Terms |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 0 | 1 | $\bar{x}_{1} \bar{x}_{2} \bar{x}_{3}$ |
| 2 | 0 | 0 | 1 | 0 | $x_{3}$ |
| 3 | 0 | 1 | 0 | 0 | $x_{2}$ |
| 4 | 0 | 1 | 1 | 0 | $\bar{x}_{1}$ |
| 5 | 1 | 0 | 0 | 0 | $x_{1}$ |
| 6 | 1 | 0 | 1 | 0 | $\bar{x}_{2}$ |
| 7 | 1 | 1 | 0 | 0 | $\bar{x}_{3}$ |
| 8 | 1 | 1 | 1 | 1 | $x_{1} x_{2} x_{3}$ |

Usually, the term of the logical function includes not all the variables. It is possible to assign arbitrary values to the variables that are not included in the term. Such an assignment does not have impact on the value of the logical function. The direct function of output the $z 1$ of circuit $C 17$ includes the term $x_{1} x_{3}$. Such a term indicates that the values 1 at the inputs x 1 and $x 3$ determine the value 1 at the output $z 1$ independently the values at the inputs $x 2, x 4, x 5$. This rule is not valid for the activating terms that are obtained according to the relationship matrix. The reverse function includes the term $x_{1}$, which determines the value 0 at the output. However, if the values at the inputs $x 2$ and $x 3$ are 1 , the value at the output is 1 as well. But this drawback does not hinder to use the fault model of the significant activating terms for test generation.

Note that on the base of the partially obtained activating terms there is a possibility to generate the input stimuli that would reveal new terms. We will not present the algorithm but the ideas to achieve this result we will explain on the base of the example. Let us have two significant activating terms of the func-
tion $z_{1}=x_{1} x_{3}+x_{2} x_{4}$. It is known that the function has more activating terms. On the base of the current
activating terms, it is possible to generate input stimuli, where every term of the function includes at least one literal that has the value 0 . The literal $x_{1}$ is equal to 0 when the value at the input $x_{1}$ is 0 , whereas the
literal $x_{4}$ is equal to 0 when the value at the input $x_{4}$ is 1. According to these rules, the 4 input stimuli are obtained that define the following values for the literals of the terms: $01+01,01+10,10+01,10+10$. Using these values, the following input stimuli can be created: $\left.\left.\left.\left\langle x_{1}, x_{2}, x_{3}, x_{4}\right\rangle=<0010\right\rangle,<0111\right\rangle,<1000\right\rangle$, $<1101>$. These 4 input stimuli determine all the significant activating terms of the reverse function $\overline{z_{1}}=-$ $x_{1} \bar{x}_{2}+\bar{x}_{1} x_{3} x_{4}+\bar{x}_{2} \bar{x}_{3}$ and insignificant term $\bar{x}_{2}$. This example demonstrates that the properties of activating terms allow using them in the generation of new terms.

## 5. The fault models based on the propagation path

Every test stimulus has the active inputs; the flipping the values at these inputs entails the change of the values at some outputs. The pair of stimuli that differ in the value of the active input only activates the path from the active input to the output. Such a pair of stimuli is called the adjacent stimuli. The signal transition at the input allows detecting the stuck-at-0 and stuck-at-1 faults. The adjacent stimuli detect transition delay faults as well. However, our experience with the detection of all PP faults by adjacent stimuli shows that about 5 percent of the transition delay faults on the average are not detected [15]. In order to reduce the average percent of the undetected transition delay faults the PP faults should be detected through the longest paths of the circuit.


Figure 4. Example circuit

However, the functional fault models do not refer to the structure of the circuit. We now discuss the possibilities to evaluate the length of the paths in the black-box model of the circuit. Let's analyze the circuit presented in Figure 4.

After applying the stimulus that consists of all l's, the next stimulus is the same but the value at the input $x_{1}$ is 0 . The transition of the value is propagated to the output of the circuit. The transition enables detection of all the stuck-at faults and transition delay faults of the path. The transition can propagate to the output if the values at the off-path inputs allow this transition. The longer path is the more off-path inputs have to allow the transition to propagate on the path. The input is significant to the propagation path if the complement of the value at the input stops the propagation of transition on the path. In our example, the values at the inputs $x_{2}-x_{8}$ are significant to propagation path from the input $\mathrm{x}_{1}$ to the output. The propagation path from the input $x_{2}$ to output is maintained by the same seven input values as well. The transition at the input $x_{3}$ can be maintained by five or six input values already. This example illustrates that the shorter is the path in the circuit, the less values at the input can be assigned. In the real circuits, which
have many fan-outs and fan-ins, it is possible that the longer path would require less maintaining values, but that is not true in general case. The longer propagation path requires more values at the inputs that allow the propagation of the transition.

In general, the pair of the input and output $\left(x_{i}, z_{j}\right)$ can be characterized by the number $s$ of inputs that maintain the propagation of the transition, and we denote the corresponding functional fault model by $\left(x_{i}, z_{j}\right)^{s}$. In order to detect this fault, the activation of the path from the input $x_{i}$ to the output $z_{j}$ is not enough, but the stimulus, which activates this path, must have the most maintaining values at the inputs. In this case, we can consider the question regarding the quality of the fault detection. The larger is the value $s$, the higher is the quality of the test stimulus. The purpose of test generation is not only to check all the faults, but to obtain the highest quality of test stimuli as well.

In order to estimate the influence of the quality of the test stimuli to the detection of transition delay faults, test stimuli that have the highest and the lowest quality for Benchmark ISCAS'85 circuits were generated. The lowest quality means that the fault $\left(x_{i}, z_{j}\right)^{s}$ was detected by the test stimulus that has the
smallest value $s$, i.e. the smallest number of the maintaining inputs. The comparison showed surprising results in some cases. The test stimuli of the lowest quality achieved better results of transition delay faults detection for some circuits. The careful analysis revealed that the pairs of the test stimuli of the highest quality were very similar. Perhaps, this fact influenced the results. However, the pairs of the test stimuli of the highest and the lowest quality detect the transition faults better (by 1.5 percent approximately) than a double set of test stimuli, which does not evaluate the quality of the stimuli. This result may be explained by the fact that the test stimuli of the highest and the lowest quality activate different paths between the input and the output. According to this fact, it may be purposeful of evaluating not only the number of the maintaining inputs, but the values at these inputs as well. The inputs, which maintain the propagation path, may be considered as the literals of the activating term. Thus, the input/output pair $\left(x_{i}, z_{j}\right)$ is related to the activating term. The input/output pair $\left(x_{i}, z_{j}\right)$ may be related to many activating terms. One can expect that the propagation of the transition from the input to the output, when the maintaining terms are different, will cover more different paths at the gate level. This result should influence the coverage of the detection of transition faults positively, and transition faults should be detected through the longer paths as well. However, such researches are not performed yet.

## 6. Conclusions

Four black-box fault models were introduced and analyzed. The application of these models produces the test sets of different size. The larger set of tests is distinguished by better quality of fault coverage. All the proposed fault models were analyzed and researched on examples. On the basis of presented considerations, an appropriate fault model responding to the complexity of the problem being solved can be selected.

In general, the test generation task for the blackbox model is more complicated, because possible realizations of the design must be taken into account. Therefore, the test set for the black-box model is larger as compared to the test set for a particular realization of the circuit. However, the time taken by the test generation is not so critical, because the test generation can be done in parallel with the circuit synthesis process without a prolongation of Time-toMarket. Large test sets for the black-box model can be compacted by performing analysis not only according to the stuck-at faults, but also according to various defects for a particular realization.
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