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Abstract. This paper investigates quantized control problems for linear time-invariant systems, where the sensors and controllers are geographically separated and connected by a digital communication network. This kind of problems arise in the source coding of signals between controllers and sensors in systems where feedback loops are closed using bandwidth-limited communication links. Sufficient conditions for stabilization of the unstable plant in the presence of limited information are derived. A lower bound on data rates, above which there exists a quantization, coding and control scheme to guarantee both stabilization and a certain control performance, is presented. The proof techniques rely on both information-theoretic and control-theoretic tools. An illustrative example is given to demonstrate the effectiveness of the proposed scheme.
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1. Introduction

In recent emerging applications, such as sensor networks, networked control systems and industrial control networks, the main purpose is to achieve some performance objectives, employing multiple sensors and actuators transmitting and receiving information over a digital communication network (see [24]). In a number of new technological settings, feedback control designs are constrained by bandwidth limitations in the communication channels between sensors, controller and actuators. This paper will discuss quantized control employing feedback channels with severe data-rate constraints.

Issues of the type discussed are motivated by several pieces of work in the recent literatures. The research on the interplay among coding, estimation, and control was initiated by [1]. A high-water mark in the study of quantized feedback using data-rate limited feedback channels is known as the data-rate theorem that states the larger the magnitude of the unstable poles, the larger the required data rate through the feedback loop. The intuitively appealing result was proved (see [2-5]), indicating that it quantifies a fundamental relationship between unstable physical systems and the rate at which information must be processed in order to stably control them. When the feedback channel capacity is near the data-rate limit, control designs typically exhibit chaotic instabilities. This result was generalized to different notions of stabilization and system models, and was also extended to multi-dimensional systems (see [6-8]). The research on Gaussian linear systems was addressed in [9-11]. Information theory was employed in control systems as a powerful conceptual aid, which extended existing fundamental limitations of feedback systems, and was used to derive necessary and sufficient conditions for robust stabilization of uncertain linear systems, Markov jump linear systems and unstructured uncertain systems (see [12-16]). The decentralized control schemes were addressed in [17]. The result on continuous-time linear Gaussian systems was derived in [18]. The result on time-varying communication channel was derived in [19]. The survey papers [20] and [21] gave a historical and technical account of the various formulations.

Existing analyses of quantized control under data-rate constraints rely on designing a quantization, coding and control policy to guarantee stability or stabilization of systems. Although the literatures above presented necessary and sufficient conditions for stability or stabilization, the cost must always become unbounded when the data-rate is reduced to the lower bound. This implies that the data rate which is too low affects performance significantly, regardless of the coding and control scheme in use. Thus, a natural issue is to minimize the amount of information needed to be transmitted while achieving a certain closed-loop performance. However, to date, very few
works address the issue.

In this paper, we address quantized control designs to achieve both stabilization and a prescribed control performance in the presence of limited information. This is motivated by the fact that it is common in networked control systems to address the myriad standard control design issues such as rise time, gain and phase margins, etc. To deal with the issues, we need to have the capacity to transmit a great deal more data through the channel. A switched-adaptive quantization technique using \( \mu \)-law quantizers was addressed in [25]. Here, a quantization scheme for networked control systems is presented. Furthermore, we will generalize the technique for quantized state feedback to quantized output feedback. More specifically, we consider a single-input single-output (SISO) linear system with quantized measurements of the output.

The remainder of this paper is organized as follows: Section 2 introduces several preliminaries and problem statement. Section 3 addresses quantized control under information constraints. The results of numerical simulation are presented in Section 4. Conclusions are stated in Section 5.

### 2. Preliminaries and problem statement

Consider a linear control system described by

\[
X(t+1) = AX(t) + BU(t) + HD(t),
Y(t) = CX(t)
\]

where \( X(t) \) is the \( \mathbb{R}^n \)-valued plant state, \( U(t) \) is the \( \mathbb{R}^m \)-valued control input, \( Y(t) \) is the \( \mathbb{R}^p \)-valued observation output, \( D(t) \) is the \( \mathbb{R}^q \)-valued bounded process disturbance, respectively. \( A, B, H \) and \( C \) are known constant matrices with appropriate dimensions (see Fig.1).

The following is assumed to hold:

\( A_0 \): Without loss of generality, suppose that the pair \((A, B)\) is controllable, and the pair \((A, C)\) is observable.

\( A_1 \): The sensors and controller are geographically separated and connected by noiseless communication channels. In this case, the measurement of the plant output is quantized but the control signal is not.

\( A_2 \): The initial condition \( X(0) \) and disturbance \( D(t) \) are possibly non-Gaussian and mutually independent random variables with zero mean, satisfying \( \|X(0)\|^2 < \phi_0 < \infty \) and \( \|D(t)\|^2 < \phi_D < \infty \), respectively.

As in [22], given a positive integer \( N \) and a non-negative real number \( \Delta(t) \), we define the quantizer \( q : \mathbb{R} \to \mathbb{Z} \) with sensitivity \( \Delta(t) \) and saturation value \( N \) by the formula

\[
q(z) = \begin{cases} 
N^+, & \text{if } z > (N + 1/2)\Delta(t) \\
N^-, & \text{if } z \leq -(N + 1/2)\Delta(t) \\
\lfloor z/\Delta(t) \rfloor + 1/2, & \text{if } z > -(N + 1/2)\Delta(t) \\
\lfloor z/\Delta(t) \rfloor, & \text{if } z \leq (N + 1/2)\Delta(t) 
\end{cases}
\]

where we define \( [z] := \max\{k \in \mathbb{Z} : k < z, z \in \mathbb{R}\} \). The indices \( N^+ \) and \( N^- \) will be employed when the quantizer saturates. The scheme to be used here is based on the hypothesis that it is possible to change the sensitivity (but not the saturation value) of the quantizer on the basis of available quantized measurements. The quantizer may counteract disturbances by switching repeatedly between “zooming out” and “zooming in” (see [22]). Assume that we have \( n \) quantizers \( q_i : \mathbb{R} \to \mathbb{Z} \) with sensitivity \( \Delta_i(t) \) and saturation value \( N_i \). Then we define the quantizer \( q : \mathbb{R}^n \to \mathbb{Z}^n \) as

\[
q(X(t)) := [q_1(x_1(t)) \ q_2(x_2(t)) \ \cdots \ q_n(x_n(t))]^T.
\]

We summarize the main definitions from [23]. Let \( X \) and \( \dot{X} \) denote two random variables. The differential entropy \( h(X) \) is defined as

\[
h(X) := E_X[\log \frac{1}{p(X)}],
\]

where we denote by \( p(X) \) the probability density function of \( X \). Here, we write \( \log_2(\cdot) \) simply as \( \log(\cdot) \) throughout this paper. The conditional differential entropy of \( X \) given \( \dot{X} \) is defined as

\[
h(X|\dot{X}) := E_{X|\dot{X}}[\log \frac{1}{p(X|\dot{X})}],
\]

where we denote by \( p(X|\dot{X}) \) the conditional probability density function of \( X \) given \( \dot{X} \).
between $X$ and $\hat{X}$ is defined as

$$I(X; \hat{X}) := h(X) - h(X|\hat{X}) = E_{X,\hat{X}}[\log \frac{p(X|\hat{X})}{p(X)}].$$

The information rate distortion function between $X$ and $\hat{X}$ is defined as

$$R(D) := \inf_{p(\hat{X}|X)\in \Xi} \{ I(X; \hat{X}) \}$$

with \( \Xi = \{p(\hat{X}|X): E_{X,\hat{X}}[d(X, \hat{X})] \leq D \} \).

Therein, \( d(X, \hat{X}) \) is a distortion function or distortion measure and $D$ is a constant given. The data rate $R(t)$ is given by

$$R(t) = \frac{1}{t} I(X; \hat{X}) \text{ (bits/s)},$$

where $h$ is the transmission time for $I(X; \hat{X})$. See [23] for further details.

Our performance objective is the linear quadratic (LQ) cost

$$J := \lim_{t\to\infty} \sup E X'(t) Q X(t),$$

where $Q$ is a positive definite matrix. Our purpose is to minimize the cost (3) in the presence of the process disturbance.

In this paper, we formulate quantized control problem for networked control systems with limited data rates of a digital communication channel. Then, we will deal with the LQ control problem for the fully- and partially-observed systems. Thus, the main problem proposed here is to present a lower bound on data rates, above which there exists a quantization, coding and control scheme to stabilize the system (1) in the mean square sense

$$\lim_{t\to\infty} \sup E \|X(t)\|^2 < \infty.$$  \hspace{1cm} (4)

3. Digital control under information limitation

This section deals with quantized feedback control for linear time-invariant systems under information limitation. First, a preliminary lemma from [23] is presented.

**Lemma 1.** Let $x \in \mathbb{R}$ denote a random variable and $\hat{x}$ denote an estimate of $x$. The expected distortion constraint is defined as $D \in \mathbb{R}^+$. For a given $D \geq E(x-\hat{x})^2$, there must exist a quantization and coding scheme if $R(D)$ satisfies

$$R(D) \geq \frac{1}{2} \log \frac{\sigma^2(x)}{D} \text{ (bits)},$$

where $\sigma^2(x) = E(x - Ex)^2$.

**Proof.** See [23].

**Remark 1.** Lemma 1 presents a lower bound on the amount of information which is needed to reconstruct the initial condition to some distortion fidelity. Then, the quantization and coding scheme is proposed to guarantee stabilization of the system (1) under the limitation of $R(D)$. We stress that the data rate $R(t)$ (bits/sample) of the communication channel must be greater than $R(D)$ such that there exists a control policy to stabilize the system (1). Clearly, more information available at the decoder will lead to better control performances.

In this case with information limitation, our main task is to present a lower bound on the data rate, above which there exists a quantization, coding and control scheme to achieve control objectives given. The data rate $R(t)$ plays a key role as we show below. First, we deal with quantized state feedback stabilization problem. Let $\lambda_i(\cdot)$ denote the $i$th eigenvalue of a matrix and let $(\cdot)_{ij}$ denote an element of a matrix $(i, j = 1, \cdots, n)$. Then, we have the following result:

**Theorem 1.** Consider the fully observed system (1). Let $\mu \in (0, 1)$. Define

$$\Phi := \mu I - (A - BK)'(A - BK),$$


Under assumptions $A_0 - A_2$ stated in Section 2, there exists a control policy of the form

$$U(t) = -K\hat{X}(t)$$

satisfying that all eigenvalues of $A - BK$ have magnitudes smaller than 1, such that the system (1) is stabilizable in the mean square sense (4) with

$$J = \lim_{t\to\infty} \sup X'(t) Q X(t) \leq \frac{1}{1 - \mu} \|H'QH\|D$$

if the data rate $R(t)$ satisfies the following inequality:

$$R(t) > \frac{1}{2} \sum_{i\geq 1} \left( \frac{\mu \lambda_i(H)}{\lambda_i(D)} \right)_{ii} \left( \log \frac{\|M_i|Y_i\|}{\lambda_i(D)} \right) \text{ (bits/sample),}$$

where $M$ is the unitary matrix that diagonalizes

$$\Phi = M'\Phi M.$$

**Proof.** The closed-loop system (1) may be written as

$$X(t+1) = AX(t) - BK\hat{X}(t) + HD(t).$$

Namely,

$$X(t+1) = A(X(t) - \hat{X}(t)) + (A - BK)\hat{X}(t) + HD(t).$$
This implies that
\[
EX'(t+1)QX(t) + 1) = \text{trace}[QEX(t)X(t+1)] = \text{trace}[QEX(t)X(t+1)]
\]
with \(\mu \in (0, 1)\), we may obtain
\[
EX'(t+1)QX(t+1) = \mu EX'(t)QX(t) + ED_d(t)HD(t).
\]
This implies
\[
EX'(t)X(t) = \mu EX'(t)QX(t) + ED_d(t)HD(t).
\]
Clearly, if we can design a quantization and coding scheme such that (7) holds, there exists a control policy of the form \(U(t) = -K\hat{x}(t)\) to stabilize the system (1) with the cost \(J\) subject to (8).

To guarantee that (7) holds, we set
\[
\mu \text{trace}[\Sigma_{X(t)}] = \text{trace}[A\Sigma_{X(t)}\hat{x}(t)] + \text{trace}[A(A - BK)\Sigma_{X(t)}(A - BK)].
\]
Notice that
\[
\Sigma_{X(t)} = E\hat{x}(t)\hat{x}'(t) - EX(t)X'(t) + EX(t)X'(t)
\]
where we define \(\Sigma_{X(t)} := EX(t)X'(t)\). Substituting the equations above into (7), we have
\[
\mu \text{trace}[\Sigma_{X(t)}] = \text{trace}[A\Sigma_{X(t)}\hat{x}(t)] + \text{trace}[A(A - BK)\Sigma_{X(t)}(A - BK)].
\]
Thus, we have
\[
\text{trace}(\Phi_{X(t)}) = \text{trace}(\Psi_{X(t)}),
\]
where we define
\[
\Phi := \mu I - (A - BK)'(A - BK),
\]
\[
\Psi := A'\bar{A} - (A - BK)'(A - BK).
\]
Then, it holds that
\[
EX'(t)\Phi X(t) = E(X(t) - \hat{x}(t))\phi(X(t) - \hat{x}(t)).
\]
Let \(M\) be the unitary matrix that diagonalizes
\[
\Phi = M^t\Phi M.
\]
Define
\[
\hat{x}(t) := MX(t),
\]
\[
\hat{x}(t) := MX(t).
\]
It follows that
\[
EX'(t)\Phi X(t) = E(\hat{x}(t) - \hat{x}(t))'M\Psi M'(\hat{x}(t) - \hat{x}(t)).
\]
Here, we quantize, encode $\hat{X}(t)$ and obtain the quantization value $\tilde{X}(t)$. Thus, it follows that
\[
\sum_{i=1}^{n} \lambda_i(\Phi) E\tilde{x}_i^2(t) = \sum_{i=1}^{n} \left(\Psi \Psi^T\right)_{ii} E(\bar{x}_i(t) - \tilde{x}_i(t))^2.
\]
Then, we set
\[
\Delta_i(t) = \sqrt{12|\frac{\lambda_i(\Phi)}{\left(\Psi \Psi^T\right)_{ii}}| E\tilde{x}_i^2(t)}
\]
and
\[
N_i > \sqrt{\frac{\left(\Psi \Psi^T\right)_{ii}}{\lambda_i(\Phi)}}
\]
when
\[
|\frac{\left(\Psi \Psi^T\right)_{ii}}{\lambda_i(\Phi)}| > 1.
\]

In the case where $|\frac{\left(\Psi \Psi^T\right)_{ii}}{\lambda_i(\Phi)}| \leq 1$, the corresponding $\bar{x}_i(t)$ needs not be quantized. Namely, we implement the quantizer of the form (2) with sensitivity $\Delta_i(t)$ and saturation value $N_i$ $(i=1, \ldots, n)$ subject to the conditions (9) and (10), respectively.

Now, we further argue the relationship between the data rate $R(t)$ and the control objectives given. We set $D_i (i=1, \ldots, n)$ subject to
\[
D_i = \left\{ \begin{array}{ll}
\frac{\lambda_i(\Phi)}{\left(\Psi \Psi^T\right)_{ii}}| E\tilde{x}_i^2(t) | & \text{when } \frac{\left(\Psi \Psi^T\right)_{ii}}{\lambda_i(\Phi)} > 1 \\
E\tilde{x}_i^2(t) & \text{when } \frac{\left(\Psi \Psi^T\right)_{ii}}{\lambda_i(\Phi)} \leq 1.
\end{array} \right.
\]
Then, by Lemma 1, we set
\[
R(D) \geq \frac{1}{2} \log \frac{E\tilde{x}_i^2(t)}{D_i} \geq \frac{1}{2} \log \sigma^2(E\tilde{x}_i(t)) (\text{bits/sample}).
\]
For transmitting the information of $\bar{x}_i(t)$, the corresponding data rate $R_i(t)$ must satisfy the following condition:
\[
R_i(t) > \frac{1}{2} \log \frac{\left(\Psi \Psi^T\right)_{ii}}{\lambda_i(\Phi)} \text{ (bits/sample)} \quad \text{when } \frac{\left(\Psi \Psi^T\right)_{ii}}{\lambda_i(\Phi)} > 1
\]
or
\[
R_i(t) = 0 \text{ (bit/sample) when } \frac{\left(\Psi \Psi^T\right)_{ii}}{\lambda_i(\Phi)} \leq 1.
\]
Thus, it follows that
\[
R(t) \geq \sum_{i=1}^{n} R_i(t) = \frac{1}{2} \sum_{\frac{\left(\Psi \Psi^T\right)_{ii}}{\lambda_i(\Phi)} > 1} \log \frac{\left(\Psi \Psi^T\right)_{ii}}{\lambda_i(\Phi)} \text{ (bits/sample)}.
\]

\[\square\]

Remark 2. In Theorem 1, the parameter $\mu$ plays a key role in the relationship between control performances and the data rate of the communication channel. Namely, if we want to obtain better performance, we have to increase the data rate.

We now turn to the problem of stabilizing the system
\[
X(t + 1) = AX(t) + Bu(t) + HD(t)\quad y(t) = CX(t)
\]
with quantized measurements of the output. Here, $u(t) \in \mathbb{R}$ is the control input and $y(t) \in \mathbb{R}$ is the plant output. The case in which the plant output as well as the control input is a scalar is the most interesting. Clearly, considering this case avoids extraneous complexity and makes our conclusions most transparent.

Then, we establish the following result:

**Theorem 2.** Consider the partially-observed system (11). Let $\mu \in (0, 1)$. Denote by $\tilde{y}(t)$ the quantization value of $y(t)$. Define
\[
\Xi := \mu I - (A - BkC)'(A - BkC),
\]
\[
\Omega := A'\Phi - (A - BkC)'(A - BkC).
\]
Under assumptions $A_0 - A_2$ from Section 2, there exists a control policy of the form
\[
u(t) = -k\tilde{y}(t)
\]
satisfying that all eigenvalues of $A - BkC$ have magnitudes smaller than 1, such that the system (11) is stabilizable in the mean square sense (4) with
\[
J = \lim_{t \to \infty} \sup X'(t)QX(t) \leq \frac{1}{1-\mu} \|H^TQH\| \Phi_D
\]
if the data rate $R(t)$ satisfies the following inequality:
\[
R(t) > \frac{1}{2} \sum_{\frac{\left(\Omega \Omega^T\right)_{ii}}{\lambda_i(\Phi)} > 1} \log \frac{\left(\Omega \Omega^T\right)_{ii}}{\lambda_i(\Phi)} \text{ (bits/sample)}
\]
where $\Phi$ is the unitary matrix that diagonalizes
\[
\Xi = N^{-1} \Xi N.
\]

**Proof.** The closed-loop system (11) may be written as
\[
X(t + 1) = AX(t) - BkC\tilde{X}(t) + HD(t).
\]
Namely,
\[
X(t + 1) = A(X(t) - \tilde{X}(t)) + (A - BkC)\tilde{X}(t) + HD(t).
\]
Arguing as before, if we assume that
\[
EX'(t)QX(t) > \text{trace}[QAΣ_{X(t)}X(t)A'] \\
+ \text{trace}[Q(A - DkC)Σ_{X(t)}(A - DkC)']
\]
which is equivalent to
\[
\mu EX'(t)QX(t) = \text{trace}[QAΣ_{X(t)}X(t)A'] \\
+ \text{trace}[Q(A - DkC)Σ_{X(t)}(A - DkC)']
\tag{12}
\]
with \( \mu \in (0, 1) \), we may obtain
\[
EX'(t+1)QX(t+1) = \mu EX'(t)QX(t) + ED'(t)H^TQHD(t).
\]
This implies
\[
EX'(t)QX(t) = \mu^t EX'(0)QX(0) \\
+ \sum_{i=0}^{t-1} \mu^i ED'(i)H^TQHD(i)
\geq \mu^t ||Q||\phi_0 + \mu^t \|H^TQH\|\phi_D.
\]
Thus, it holds that
\[
J = \lim_{t \to -\infty} \sup EX'(t)QX(t) \leq \frac{1}{1-\mu} \|H^TQH\|\phi_D.
\tag{13}
\]
Clearly, if we can design a quantization and coding scheme such that (12) holds, there exists a control policy of the form \( u(t) = -k\hat{y}(t) \) to stabilize the system (11) with the cost \( J \) subject to (13).

To guarantee that (12) holds, we set
\[
\mu \text{trace}[Σ_{X(t)}] = \text{trace}[AΣ_{X(t)}X(t)A'] \\
+ \text{trace}[(A - DkC)Σ_{X(t)}(A - DkC)']
\]
Thus, it follows that
\[
\text{trace}(ΞΣ_{X(t)}) = \text{trace}(ΩΣ_{X(t)}X(t))
\]
where
\[
Ξ := \mu I - (A - DkC)'(A - DkC), \\
Ω := A'A - (A - DkC)'(A - DkC).
\]
Then,
\[
EX'(t)ΞX(t) = E(X(t) - \hat{X}(t))'Ω(X(t) - \hat{X}(t)).
\]
Let \( N \) be the unitary matrix that diagonalizes
\[
Ξ = N'ΞN.
\]
Define
\[
\hat{X}(t) := NX(t), \quad \tilde{X}(t) := N\hat{X}(t).
\]
Thus,
\[
EX'(t)ΞX(t) = E(\hat{X}(t) - \tilde{X}(t))'NΩN'(\tilde{X}(t) - \hat{X}(t)).
\]
Here, \( \hat{X}(t) \) may be viewed as the estimate value of \( X(t) \). Thus, it follows that
\[
\sum_{i=1}^{n} λ_i(Ξ)E\hat{x}_i^2(t) = \sum_{i=1}^{n} [NΩN']_{ii}E(\tilde{x}_i(t) - \hat{x}_i(t))^2.
\]
It follows from the observability of the pair \((A, C)\) that
\[
I(y(t); \hat{y}(t)) = I(X(t); \hat{X}(t)).
\]
Furthermore,
\[
I(X(t); \hat{X}(t)) = I(\hat{X}(t); \tilde{X}(t)).
\]
Then,
\[
R(D) = \inf \{p(\hat{y}(t)|y(t)) \in \Gamma \} \{I(y(t); \hat{y}(t))\}
= \inf \{p(\hat{X}(t)|X(t)) \in \Gamma \} \{I(X(t); \hat{X}(t))\}
\]
where \( \Gamma = \{p(\hat{X}(t)|X(t)) : E[d(\hat{X}(t), \tilde{X}(t))] \leq D\} \).

Then, we set
\[
Δ(t) = \sqrt{12\Pi_i ∈ \Lambda \lambda_i(Ξ) [NΩN']_{ii}} |Ey^2(t) \tag{14}
\]
and
\[
N > \sqrt{\prod_i ∈ \Lambda \frac{\lambda_i(Ξ) [NΩN']_{ii}}{λ_i(Ξ)}} \tag{15}
\]
where \( \Lambda = \{i \in \{1, \cdots , n\} : |[NΩN']_{ii}| > 1\} \).

Namely, we implement the quantizer of the form (2) with sensitivity \( Δ(t) \) and saturation value \( N \) subject to the conditions (14) and (15), respectively.

Now, we further argue the relationship between the data rate \( R(t) \) and the control objectives given. We set \( D \) subject to
\[
D = \prod_i ∈ \Lambda \frac{\lambda_i(Ξ) [NΩN']_{ii}}{λ_i(Ξ)} |Ey^2(t)
\]
For transmitting the information of \( y(t) \), the corresponding data rate \( R(t) \) must satisfy the following condition:
\[
R(t) > \frac{1}{2} \log \prod_i ∈ \Lambda \frac{[NΩN']_{ii}}{λ_i(Ξ)} \text{(bits/sample)}.
\]

}\]}
Remark 3. Although the argument presented above only deals explicitly with the single-input single-output (SISO) case, it is possible to extend the result of Theorem 2 to deal with multi-input multi-output (MIMO) case.

4. Numerical example

Issues of the type discussed in this paper arise in the coordinated motion control of autonomous and semiautonomous mobile agents, e.g., unmanned air vehicles (UAVs), unmanned ground vehicles (UGVs), and unmanned underwater vehicles (UUVs). To illustrate the proposed quantization and control scheme for linear control systems under information limitation, we present a practical example, where three of the states of an unmanned air vehicle evolve in discrete-time according to

\[
X(t + 1) = \begin{bmatrix} 1.92 & 1.53 & -0.23 \\ 0.26 & -2.37 & 0.61 \\ 0.74 & 0.27 & 1.75 \end{bmatrix} X(t) \\
\quad + \begin{bmatrix} 2.12 \\ 1.15 \\ 0.24 \end{bmatrix} u(t) + 2.3W(t),
\]

\[g(t) = \begin{bmatrix} 0.31 & -0.30 & 0.29 \end{bmatrix} X(t),\]

The initial condition \(X(0) = [180 \ 10 \ -80]'\) and \(\phi_D = 0.51\). Let the sampling period \(h = 20\) ms.

We select the controller gain \(k = 2.24\) satisfying that all eigenvalues of \(A - BkC\) lie inside the unit circle. If let \(R(t) = 150\) (bits/s) and \(\mu = 1\), a corresponding simulation is given in Fig. 2. Clearly, the closed-loop system is unstable, regardless of the quantization and control scheme in use, when the data rate \(R(t)\) is smaller than the lower bound (i.e., 156 bits/s), which was derived in [3], [6], [9] and etc. To guarantee stability of the system above, we increase the data rate and set \(\mu = 1\), \(R(t) = 160\) (bits/s).

The corresponding simulation is given in Fig. 3. Here we are interested in the qualitative dynamics of linear control systems operating near the lower bound. However, the cost \(J\) is rather poor although the system may be stabilizable in the mean square sense.

To improve the control performance, we implement the quantization and control scheme on the basis of the condition proposed in Theorem 2. If let \(\mu = 0.64\) and \(R(t) = 400\) (bits/s), we may obtain \(J = 17.39\). The corresponding simulation is given in Fig. 4. Clearly, the larger data rate may lead to the better control performance. If we change the controller law, and set \(k = 2.57\), we may obtain \(R(t) = 460\) (bits/s) and \(J = 12.51\). The corresponding simulation is given in Fig. 5. It means that the control law has an important effect on the control performance in the case with information limitation.

5. Conclusion

This paper addressed quantized control problems for networked control systems with limited data rates. The approach taken here relied on both information-theoretic and control-theoretic tools. We developed a number of techniques, for both fully- and partially-observed systems, which enable one to achieve some given control objectives. The simulation results have illustrated the effectiveness of the proposed quantization, coding and control scheme.
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