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This paper develops a novel nonlinear block-oriented model for the wind tunnel system. Based on the available signals, the wind tunnel system can be divided into three parts, namely, the exhaust valve loop, the choke finger loop and the flow field. Then the considered plant is described as a nonlinear block-oriented model. The exhaust valve subsystem and the flow field subsystem are both expressed by linear dynamic models, whereas the choke finger subsystem exhibits a nonlinear characteristic and is approximated by a pseudo-Hammerstein model. Based on the above parameterization model, the recursive identification algorithms are presented for three subsystems. Interestingly, the adaptive weighted recursive least squares algorithm is applied to the pseudo-Hammerstein model, and the hierarchical recursive least squares algorithm is used to reduce the computational complexities. Both simulations and experiments are carried out to verify the effectiveness of the proposed method.
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1. Introduction

The 2.4m injector driven transonic wind tunnel is one of the major transonic facilities in China. It is one of the key tools for aerodynamic research on aircraft scale models. The aerodynamic data of scale models are used to study the effects of air moving past aircraft. The goal of this work is to establish a mathematical model for this process.

Modeling of a wind tunnel system is a multi-disciplinary field. It combines techniques of several domains such as aerodynamics, machines and electrical device. Due to complex internal structures, it is very difficult to obtain an accurate mechanism model for a wind tunnel [24]. On the other hand, some researchers have proposed data-driven methods to model
wind tunnel systems. For instance, Jin et al. [7] developed a feature subsets based ensemble neural networks (ENN) nonlinear model and Rui et al. [22] presented a BP neural network based NARMAX model. The above methods both suffer heavy computational complexity problems [10], which may narrow their applicability for real-time control tasks. Moreover, the prediction accuracy is also affected by the number of training samples, which is another drawback of the data-driven methods.

It may be a more economical and feasible way to model the wind tunnel system based on a grey-box modeling scheme, for instance, a linear reduced order model with two inputs and two outputs is introduced for practical applications a decade ago [14]. However, with the development of space industry, more precise models are urgently needed since the simplified linear models cannot effectively capture dynamic behaviors of such complex processes.

In recent years, many researchers have devoted their efforts to accurate and fast modeling complex industrial processes. In the literature, many techniques such as multi-model representations [1], NARMAX models [8], Gaussian models [21,23], PCA models [13], neural networks [26], kernel methods [12] and fuzzy logic systems [9,15,16,20] have turned out to be effective.

As an alternative, the block-oriented models, which consist of the interconnection of linear dynamic subsystems and static nonlinear elements, have gradually attracted numerous attentions of researchers. The main merits are reflected in computation time, minimal parameterization, initial model parameter guessing and physical insight [25]. Among this class, the most well known models are Hammerstein (H) model, Wiener (W) model and Hammerstein-Wiener (H-W) model [19,30]. These block-oriented models have been proved to be useful in capturing the nonlinear behavior of many physical systems [5].

Inspired by the above pioneering results, this paper develops a nonlinear block-oriented model for the wind tunnel system. The considered plant is firstly divided into three parts, namely, the exhaust valve loop, the choke finger loop and the flow field. By analyzing the input-output characteristics based on the available signals, the block-oriented model consists of three parts: 1) the exhaust valve subsystem that can be described by a single-input single output (SISO) linear model and identified by the recursive least squares (RLS) algorithm; 2) the choke finger subsystem that exhibits a nonlinear characteristics and can be approximated by a SISO pseudo-Hammerstein (pseudo-H) model. In order to cope with the hard nonlinearities, the adaptive weighted recursive least squares (AW-RLS) algorithm is applied based on the internal variable estimations. Moreover, by the use of an adaptive weighted factor, the convergence properties are also enhanced; 3) the flow field subsystem that can be described by a two-input two-output (TITO) linear model. Since the computational burden deteriorates greatly along with larger dimensions, the hierarchical recursive least squares (H-RLS) algorithm is used to address this problem. Based on the hierarchical concept, the flow field is simplified into several sub-models with fewer parameters and smaller dimensions. Finally, numerical results are presented to validate the modeling scheme and show its merits over the previous ones.

The rest of the paper is organized as follows. Section 2 introduces the structure and operation principle of the wind tunnel. In Section 3, the block-oriented model and structure for the wind tunnel system is introduced. The parameter identification algorithms are formulated in Section 4. Simulation results illustrating the performance of the model and the algorithms are presented in Section 5. Finally, the conclusions are summarized in Section 6.

2. Wind tunnel system description

In this section, the wind tunnel system structure is firstly introduced. Then the analysis of the input-output characteristics of the exhaust valve loop, choke finger loop and flow field are presented, which lays a foundation for the nonlinear block-oriented model in Section 3.

2.1 The wind tunnel system structure

The simplified schematic structure of the 2.4m wind tunnel is shown in Fig. 1. The storage tank is the high pressure air source and supply power for wind tunnel testing. The main pressure regulating valve is used to ensure the constant of the gas entering the wind tunnel. Thus there exists a closed control loop for main injector pressure. The scale model to be tested is set...
in the test section. The aerodynamic parameters of scale models are measured at given stagnation pressures and Mach numbers. The angle attack of scale model will change according to the test requirements after the flow field approaches steady, which will lead to the stagnation pressure and Mach number deviates from the set point. At the same time, the high-precision flow field is expected to recover by adjusting the main exhaust valve and the choke finger.

The high-speed air flow in the test section is generated and controlled by the wind tunnel. Some of the gas is exhausted through the main exhaust valve, while the rest continues to circle in the tunnel. Fig. 2 illustrates the inputs and outputs in wind tunnel system.

**Figure 2**
The structure of the wind tunnel control system

The stagnation pressure ($v_1$) and the Mach number ($v_2$) in the test section are two major controlled variables of the flow field.

### 2.2 The input-output characteristics of the exhaust valve loop, choke finger loop and flow field

The actuators of the wind tunnel are the main exhaust valve subsystem and choke finger subsystem. Each of the subsystems is composed of a hydraulic servomechanism including a control loop. These two subsystems are mutually independent. The structures of the exhaust valve loop and the choke finger loop are represented in Fig. 3. The actual $(u_1, u_2)$ and outputs $(v_1, v_2)$ of the actuators are available. By analyzing the characteristics of the measured data, the exhaust valve loop has a linear behavior, and the choke finger loop has a nonlinear behavior.

The dynamic characteristics of the exhaust valve loop and the choke finger loop are neglected in the previous contributions [7,10,22]. However, the prediction accuracy and control performance may deteriorate if the dynamic characteristics of actuators are not fully considered, especially the inherent nonlinear behavior of the choke finger loop. To this end, by analyzing the mechanical features and input-output characteristics of the actuator, we try to introduce an input backlash into the modeling scheme. Later, the numerical results will verify the reasonableness of this novel idea. It is well known that backlash is particularly common in actuators, such as mechani-
Figure 3
The structure of actuators

(a) The control loops of exhaust valve

(b) The control loops of choke finger

Mechanical connections and hydraulic servo valves [27]. The actuator nonlinearity may often cause oscillations, delays and inaccuracy, and degrade the performance of control systems [6,18]. Many identification methods are proposed for systems with backlash nonlinearities [2,4,17].

In the flow field, there exists high pressure and high speed air flow during the wind tunnel testing. For the compressibility and viscosity of air in closed circuit, changing any of the actuators influences the stagnation pressure and Mach number. Then input-output characteristics of the flow field are represented in Fig. 4. This part can be considered as a TITO linear model.

3. Modeling of the wind tunnel system

In this section, the model of the wind tunnel is established based on the process actual data and structure characteristics. The online identification aims to achieve the following goals: 1) to predict the dynamic behaviors of the process; and 2) to lay foundation for an on-line control strategy.

3.1 Block-oriented model of the wind tunnel

By considering the backlash nonlinearity of the choke finger loop, the nonlinear block-oriented model is introduced into the wind tunnel system. The exhaust valve subsystem (S1) is represented by a linear model.

The choke finger subsystem (S2) is expressed as a pseudo-H model with input backlash. The coupled flow field subsystem (S3) is described as a TITO linear model. The block-oriented model diagram of the process is shown in Fig. 5.

For a wind tunnel, the signals $u_1$ and $u_2$ (the system inputs), $v_1$ and $v_2$ (the position of the exhaust valve and the choke finger), $y_1$ and $y_2$ (the system outputs) are measurable; the variable $x$ is the output of the backlash.
characteristic and is an unmeasurable intermediate signal; \( G_i(z^{-1}) \), \( G_s(z^{-1}) \) and \( G_a(z^{-1}) \) are linear transfer functions with the unit time delay operator \( z^{-1} \).

### 3.2 Modeling of the exhaust valve subsystem S1

The following linear difference equation can describe the dynamics of the subsystem S1

\[
v_i(t) = \sum_{i=1}^{m_e} b_i \cdot u_i(t-i) - \sum_{j=1}^{n_e} a_j \cdot v_j(t-j)
\]

(1)

where \(a_1, a_2, \ldots, a_{n_e}, b_1, b_2, \ldots, b_{m_e}\) are the parameters to be estimated. The orders \( m_e, n_e \) are known a priori.

### 3.3 Modeling of the choke finger subsystem S2

A pseudo-H model with backlash is used to capture the dynamics of the subsystem S2. A pseudo-H model with backlash is shown in Fig. 6.

**Figure 6**

An input–output map of backlash

The mathematical models for the discrete-time case of the backlash characteristics are described by [5]

\[
x(t) = \begin{cases} 
    m_L[u(t) + c_L], & u(t) < z_L \\
    x(t-1), & z_L \leq u(t) \leq z_R \\
    m_R[u(t) - c_R], & u(t) > z_R 
\end{cases}
\]

(2)

where \( m_L, m_R, c_L > 0, c_R > 0 \) are the unknown backlash parameters, and

\[
z_L = \frac{x(t-1) - c_L}{m_L}
\]

(3)

\[
z_R = \frac{x(t-1) + c_R}{m_R}
\]

(4)

are the \( u \)-axis values of the intersections, with the horizontal inner segment containing the slopes \( m_L \) and \( m_R \).

In order to simplify the backlash description and estimate the backlash parameters, the switching function \( h(.) \) is defined as

\[
h(s) = \begin{cases} 
    0 & s > 0 \\
    1 & s \leq 0 
\end{cases}
\]

(5)

To describe three branches of (2) in one equation, the following variables are defined for the description of backlash

\[
f_1(t) = h[u(t) - z_L]
\]

(6)

\[
f_2(t) = h[z_R - u(t)]
\]

(7)

In order to obtain the input and output parameters equations of the backlash input block, we rewrite (2) as

\[
x(t) = m_i u_i(t) f_i(t) + m_{i_c} c_i f_i(t) + m_{i_d} u_i(t) f_2(t) - m_{r_c} c_r f_2(t) + x(t-1)[1-f_1(t)][1-f_2(t)].
\]

(8)

It is clear that the linear part of the pseudo-H model can be written as follows:

\[
v_z(t) = G_z(z^{-1})x(t)
\]

(9)

where the linear transfer functions \( G_z(z^{-1}) \) are defined as follows

\[
G_z(z^{-1}) = \frac{\tilde{b_0}z^{-1} + \tilde{b_2}z^{-2} + \ldots + \tilde{b_{nf}}z^{-nf}}{1 + \tilde{a_0}z^{-1} + \tilde{a_2}z^{-2} + \ldots + \tilde{a_{nf}}z^{-nf}}
\]

(10)

where \( \tilde{a_0}, \tilde{a_2}, \ldots, \tilde{a_{nf}}, \tilde{b_0}, \tilde{b_2}, \ldots, \tilde{b_{nf}} \) are the unknown parameters to be estimated; \( mf, nf \) are the orders of the linear block.

Substituting Eq. (8) into (9) yields the following input–output relationship

\[
v_z(t) = \sum_{i=1}^{mf} \tilde{b_i} \cdot x_z(t-i) - \sum_{j=1}^{nf} \tilde{a_j} \cdot v_z(t-j).
\]

(11)
3.4 Modeling of the flow field subsystem S3

A multivariable coupled linear model is used to describe the dynamics of the subsystem S3. The inputs of the model are the positions of exhaust valve \((v_1)\) and choke finger \((v_2)\), and the outputs of the model are stagnation pressure \((y_1)\) and Mach number \((y_2)\). Then the flow field model \(G_s(z^{-1})\) is defined as

\[
y_1(t) = \sum_{i=1}^{n_1} b_{1i}(t)v_1(t - d_1 - i) + \sum_{j=1}^{n_2} b_{2j}(t)v_2(t - d_2 - j) + \sum_{i=1}^{n_3} a_{1i}(t)y_1(t - k) + \sum_{j=1}^{n_4} a_{2j}(t)y_2(t - l) \tag{12}
\]

\[
y_2(t) = \sum_{i=1}^{n_1} b_{1i}(t)v_1(t - d_1 - i) + \sum_{j=1}^{n_2} b_{2j}(t)v_2(t - d_2 - j) + \sum_{i=1}^{n_3} a_{1i}(t)y_1(t - k) + \sum_{j=1}^{n_4} a_{2j}(t)y_2(t - l) \tag{13}
\]

where \(b_{1i}(t), b_{2j}(t), a_{1i}(t), a_{2j}(t), \overline{b}_{1i}(t), \overline{b}_{2j}(t), \overline{a}_{1i}(t), \overline{a}_{2j}(t)\) are the unknown parameters. The orders \(n_1, n_2, n_3, n_4, n_{1i}, n_{2j}, n_{1i}, n_{2j}\) and the time delays \(d_1, d_2, d_1, d_2\) are assumed to be known.

4. Parameter estimation scheme

Parameter estimation is based on available data measured from the wind tunnel process. Three suitable recursive identification methods are applied to these subsystems.

4.1 Parameter estimation for exhaust valve subsystem

To estimate the parameters in (1), the recursive identification algorithm [11] has been used. Define the following parameter and data vectors:

\[
\theta_{v1} = [b_1, b_2, \ldots, b_{me}, a_1, a_2, \ldots, a_{me}]^T
\]

\[
\phi_{v1}(t) = [u_1(t - 1), u_1(t - 2), \ldots, u_1(t - me), -v_1(t - 1), -v_1(t - 2), \ldots, -v_1(t - me)]^T.
\]

The output equation (1) can be rewritten in a compact form

\[
v_1(t) = \varphi_{v1}^T(t)\theta_{v1}, \tag{16}
\]

The estimates of parameter vector can be evaluated using the RLS algorithm. Firstly, define the output error

\[
e_{v1}(t) = v_1(t) - \phi_{v1}^T(t)\hat{\theta}_{v1}(t) \tag{17}
\]

based on (16), where \(\hat{\theta}_{v1}(t)\) is the estimate of the parameter vector \(\theta_{v1}(t)\).

Then the recursive identification algorithm is as follows:

\[
\hat{\theta}_{v1}(t) = \theta_{v1}(t-1) + K_{v1}(t)e_{v1}(t) \tag{18}
\]

\[
K_{v1}(t) = \frac{P_{v1}(t-1)\phi_{v1}(t)}{\lambda + \phi_{v1}^T(t)P_{v1}(t-1)\phi_{v1}(t)} \tag{19}
\]

\[
P_{v1}(t) = P_{v1}(t-1) - K_{v1}(t)\phi_{v1}^T(t)P_{v1}(t-1) \tag{20}
\]

where \(\theta_{v1} = [\hat{b}_1, b_2, \ldots, b_{me}, \hat{a}_1, a_2, \ldots, a_{me}]^T\). To initialize the recursive algorithm in (17)-(20), we take \(P_{v1}(0) = \mu_{v1}I\), \(\hat{\theta}_{v1}(0) = e_{v1}[1,1, \ldots, 1]\), where \(\mu_{v1} \in [10^4, 10^6]\). \(I\) is the unit matrix, \(e_{v1}, \lambda_{v1} \leq 1\) is the weighting term.

4.2 Parameter estimation for choke finger subsystem

The AW-RLS method [29] is used to estimate the parameters of the pseudo-H model.

The output equation of (11) is a very complex expression. In order to obtain the separated variable \(x(t-1)\), according to the key term separation principle [21], we can assume without loss of generality that \(b_1 = 1\) in (11). Then substituting (8) into (11) yields the following equation:

\[
v_2(t) = m_1u_1(t - 1)f_1(t - 1) + m_2f_2(t - 1) - m_3\epsilon_0 f_3(t - 1) + x_2(t - 2)[1 - f_1(t - 1)]\left[1 - f_2(t - 1)\right] + \overline{b}_2v_2(t - 2) + \overline{b}_3v_2(t - 3) + \cdots + \overline{b}_{nf}v_2(t - nf) + \overline{a}_1v_2(t - 1) - \overline{a}_1v_2(t - 2), \ldots, -\overline{a}_{nf}v_2(t - nf) \tag{21}
\]

The unknown parameter vector \(\theta_{v2}\)

\[
\theta_{v2} = [m_1, m_1c_1, m_2, m_3c_3, \overline{b}_2, \overline{b}_3, \ldots, \overline{b}_{nf}, \overline{a}_1, \overline{a}_2, \ldots, \overline{a}_{nf}]^T \tag{22}
\]
and the information vector $\phi_{v_2}(t)$

\[
\phi_{v_2}(t) = [u_2(t-1)f_1(t-1), f_2(t-1), u_2(t-1)f_2(t-1), -f_2(t-1), x(t-3), \ldots, x(t-2m), v_1(t-1), -v_2(t-2), \ldots, -v_2(t-nf)]^T.
\]

Then the parameterized pseudo-H model (21) can be rewritten as follows:

\[
v_2(t) - x(t-2)[1 - f_1(t-1)][1 - f_2(t-1)] = \phi_{v_2}(t)T_2.
\]

In order to estimate the parameters, we introduce the estimates $\hat{T}_2$ of the parameter vector $T_2$

\[
\hat{T}_2(t) = \{\hat{m}_2(t), n_2(t), c_2(t), m_2(t)\},
\]

\[
\hat{m}_2(t)c_2(t), \hat{b}_2(t), \hat{b}_3(t), \ldots,
\]

\[
\hat{\theta}_2(t) = [\hat{m}_2(t), \hat{m}_2(t)c_2(t), m_2(t)],
\]

\[
\hat{m}_2(t)c_2(t), \hat{b}_2(t), \hat{b}_3(t), \ldots,
\]

\[
\hat{\theta}_2(t) = [\hat{m}_2(t), \hat{m}_2(t)c_2(t), m_2(t)],
\]

\[
\hat{m}_2(t)c_2(t), \hat{b}_2(t), \hat{b}_3(t), \ldots,
\]

\[
\hat{b}_2(t), \hat{b}_3(t), \ldots, \hat{a}_y(t)]^T.
\]

The predicted output at time $t$ is

\[
\hat{v}_2(t) = \phi_{v_2}(t)\hat{T}_2(t-1)
\]

\[
+ x(t-2)[1 - f_1(t-1)][1 - f_2(t-1)].
\]

The output error is

\[
e_{v_2}(t) = v_2(t) - \phi_{v_2}(t)\hat{T}_2(t-1)
\]

\[
- x(t-2)[1 - f_1(t-1)][1 - f_2(t-1)].
\]

Providing that the internal auxiliary variables $\{f_1(t), f_2(t), x(t)|t=1,2,\ldots\}$ are totally known, based on (23)-(27), we can update $\hat{T}_2(t)$ according to the following weighted RLS algorithm

\[
\hat{T}_2(t) = \hat{T}_2(t-1)
\]

\[
+ \frac{P_{v_2}(t-1)\phi_{v_2}(t)\phi_{v_2}(t)P_{v_2}(t-1)}{\lambda_{v_2}(t) + \phi_{v_2}(t)P_{v_2}(t-1)\phi_{v_2}(t)}.
\]

\[
\hat{\theta}_2(t) = [\hat{m}_2(t), \hat{m}_2(t)c_2(t), m_2(t)],
\]

\[
\hat{m}_2(t)c_2(t), \hat{b}_2(t), \hat{b}_3(t), \ldots,
\]

\[
\hat{\theta}_2(t) = [\hat{m}_2(t), \hat{m}_2(t)c_2(t), m_2(t)],
\]

\[
\hat{m}_2(t)c_2(t), \hat{b}_2(t), \hat{b}_3(t), \ldots,
\]

\[
\hat{b}_2(t), \hat{b}_3(t), \ldots, \hat{a}_y(t)]^T.
\]

where $\lambda_{v_2}(t)$ is the weighting term.

However, since the true innovation $e_{v_2}(t)$ and the information vector $\phi_{v_2}(t)$ contain internal auxiliary variables $\{f_1(t), f_2(t), x(t)|t=1,2,\ldots\}$, which are generally unmeasurable. Thus the parameter estimation cannot be performed directly on the basis of (28)-(30).

Motivated by the ideas in [27], we replace the true counterparts $e_{v_2}(t)$ and $\phi_{v_2}(t)$ with the estimated innovation $\hat{e}_{v_2}(t)$ and the estimated information vector $\hat{\phi}_{v_2}(t)$. The internal variable estimations $\{\hat{f}_1(t), \hat{f}_2(t), \hat{x}(t)|t=1,2,\ldots\}$ are used to derive $\hat{e}_{v_2}(t)$ and $\hat{\phi}_{v_2}(t)$. Then, the AW-RLS algorithm based on the internal variables estimations is as follows:

\[
\hat{T}_2(t) = \hat{T}_2(t-1)
\]

\[
+ \frac{P_{v_2}(t-1)\hat{\phi}_{v_2}(t)\phi_{v_2}(t)P_{v_2}(t-1)}{\lambda_{v_2}(t) + \hat{\phi}_{v_2}(t)P_{v_2}(t-1)\phi_{v_2}(t)}.
\]

\[
\hat{\theta}_2(t) = [u_2(t-1)\hat{f}_1(t-1), f_1(t-1), u_2(t-1)f_2(t-1), -f_2(t-1), \hat{x}(t-3), \ldots, x(t-2m), v_1(t-1), -v_2(t-2), \ldots, -v_2(t-nf)]^T.
\]

\[
\hat{f}_1(t) = h[\hat{m}_1(t)u_2(t) + m_2(t)c_2(t)]/m_2(t).
\]

\[
\hat{f}_1(t) = h[\hat{m}_1(t)u_2(t) + m_2(t)c_2(t)]/m_2(t).
\]

\[
\hat{x}(t) = m_1(t)u_2(t)\hat{f}_1(t) + m_2(t)c_2(t)f_1(t)
\]

\[
+ \hat{m}_2(t)c_2(t)\hat{f}_2(t) - m_2(t)c_2(t)f_2(t) + \hat{\xi}(t-1)[1 - \hat{f}_1(t)][1 - f_2(t)].
\]

The internal variable estimations are updated by (35)-(37). Motivated by [29], for the algorithm (31)-(34), in order to enhance the convergence and tolerate large initial estimation errors, $\lambda_{v_2}(t)$ is suggested to be chosen as an adaptive form.
\[ \lambda_{s}(t) = e_{s} \hat{\phi}_{s}(t)P_{s}(t)\phi_{s}(t) + e_{2} \]  

where \( e_{s} \) and \( e_{2} \) are positive real numbers. At the beginning of the identification process, especially for bad initial conditions, a larger \( e_{s} \) is beneficial to convergence properties. On the other hand, the term \( e_{s} \hat{\phi}_{s}(t)P_{s}(t)\phi_{s}(t) \) tends to zero as the estimates approach the true values. Inevitably, a small \( e_{2} \) is also required to guarantee a high convergence speed.

To initialize the recursive algorithm in (31)-(34), we take \( P_{i2}(0) = \rho_{i21}I \), where \( \rho_{i21} \) is a large positive scalar, e.g., \( \rho_{i21} = 10^{3} \) and \( \hat{\theta}_{s}(0) = \rho_{s22}\times[1,1,\ldots,1]^{T} \), where \( \rho_{s22} \) is a small positive scalar, e.g., \( \rho_{s22} = 10^{-2} \).

### 4.3 Parameter estimation for the flow field subsystem

The wind tunnel is a rapid sampling system and the sampling time is 10ms to 50ms. According to the principle of aerodynamics and the analysis of the actual data, the variation between adjacent elements sampling interval is small. Therefore, the flow field subsystem can be considered as a TITO slowly time-varying linear process.

Since the computational burden deteriorates greatly along with larger dimensions, the H-RLS algorithm is used to address this problem. The basic idea of H-RLS is to decompose the identification model into several sub-models with fewer parameters and smaller dimensions. It is proven that the H-RLS algorithm retains much less computational burden than the RLS algorithm [3, 28].

Then the flow field subsystem is identified by the following H-RLS algorithm.

**Step 1. Decomposition**

Define the parameter vectors \( \theta_{u1}(t) \), \( \theta_{u2}(t) \), and the information vectors \( \varphi_{u1}(t) \), \( \varphi_{u2}(t) \) for the wind tunnel flow field in (20) and (21)

\[ \theta_{u1}(t) = [a_{11}(t), \ldots, a_{1n_{1}}(t), a_{21}(t), \ldots, a_{2n_{2}}(t), \ldots, b_{11}(t), \ldots, b_{1n_{1}}(t), b_{21}(t), \ldots, b_{2n_{2}}(t)]^{T} \]  

\[ \theta_{u2}(t) = [\bar{a}_{11}(t), \ldots, \bar{a}_{1n_{1}}(t), \bar{a}_{21}(t), \ldots, \bar{a}_{2n_{2}}(t), \ldots, \bar{F}_{11}(t), \ldots, \bar{F}_{1n_{1}}(t), \bar{F}_{21}(t), \ldots, \bar{F}_{2n_{1}}(t)]^{T} \]  

\[ \varphi_{u1}(t) = [y_{1}(t-1), \ldots, y_{1}(t-n_{1}), y_{2}(t-1), \ldots, y_{2}(t-n_{2})]^{T} \]  

\[ \varphi_{u2}(t) = [y_{1}(t-1), \ldots, y_{1}(t-n_{1}), y_{2}(t-1), \ldots, y_{2}(t-n_{2})]^{T} \]  

where \( \varphi_{u1}(t) \) and \( \varphi_{u2}(t) \) are decomposed into two sub-parameter vectors

\[ \theta_{u1}(t) = [\theta_{u11}(t), \theta_{u12}(t)]^{T} \]  

\[ \theta_{u2}(t) = [\theta_{u21}(t), \theta_{u22}(t)]^{T} \]  

and the information vectors \( \varphi_{u1}(t) \) and \( \varphi_{u2}(t) \) are decomposed into two sub-information vectors

\[ \varphi_{u1}(t) = [\varphi_{u11}(t), \varphi_{u12}(t)]^{T} \]  

\[ \varphi_{u2}(t) = [\varphi_{u21}(t), \varphi_{u22}(t)]^{T} \]  

where the vectors \( \theta_{u11}(t) \), \( \theta_{u12}(t) \), \( \theta_{u21}(t) \), \( \theta_{u22}(t) \), \( \varphi_{u11}(t) \), \( \varphi_{u12}(t) \) and \( \varphi_{u21}(t) \), \( \varphi_{u22}(t) \) in (46)-(49) are defined as follows

\[ \theta_{u11}(t) = [a_{11}(t), \ldots, a_{1n_{1}}(t), a_{21}(t), \ldots, a_{2n_{2}}(t)]^{T} \]  

\[ \theta_{u12}(t) = [b_{11}(t), \ldots, b_{1n_{1}}(t), b_{21}(t), \ldots, b_{2n_{2}}(t)]^{T} \]  

\[ \theta_{u21}(t) = [\bar{a}_{11}(t), \ldots, \bar{a}_{1n_{1}}(t), \bar{a}_{21}(t), \ldots, \bar{a}_{2n_{2}}(t)]^{T} \]  

\[ \theta_{u22}(t) = [\bar{F}_{11}(t), \ldots, \bar{F}_{1n_{1}}(t), \bar{F}_{21}(t), \ldots, \bar{F}_{2n_{1}}(t)]^{T} \]  

\[ \varphi_{u11}(t) = [y_{1}(t-1), \ldots, y_{1}(t-n_{1})]^{T} \]  

\[ \varphi_{u12}(t) = [y_{2}(t-1), \ldots, y_{2}(t-n_{2})]^{T} \]
\[ \varphi_{nlv}(t) = [v_1(t-d_1), \ldots, v_i(t-d_i-n_i), v_2(t-d_2), \ldots, v_i(t-d_i-n_i)]^T \] (54)

\[ \varphi_{n2v}(t) = [y_1(t-1), \ldots, y_i(t-n_y), y_2(t-1), \ldots, y_i(t-n_y)]^T \] (55)

\[ \varphi_{n2v}(t) = [v_1(t-d_i), \ldots, v_i(t-d_i-n_i), v_2(t-d_2), \ldots, v_i(t-d_i-n_i)]^T. \] (56)

According to the H-RLS principle [29], the equations (43) and (44) can be written in the following hierarchical forms:

\[ y_1(t) - \varphi_{nlv}^T(t)\theta_{nlb}(t) = \varphi_{nlv}^T(t)\theta_{nlb}(t) \] (57)

\[ y_1(t) - \varphi_{nlv}^T(t)\theta_{nlb}(t) = \varphi_{nlv}^T(t)\theta_{nlb}(t) \] (58)

\[ y_2(t) - \varphi_{n2v}^T(t)\theta_{n2b}(t) = \varphi_{n2v}^T(t)\theta_{n2b}(t) \] (59)

\[ y_i(t) - \varphi_{n2v}^T(t)\theta_{n2b}(t) = \varphi_{n2v}^T(t)\theta_{n2b}(t). \] (60)

**Step 2. Sub-models identification**

According to the recursive least squares principle, we can derive the identification algorithm for each subsystem. Let \( \hat{\theta}_{nlb}(t) \), \( \hat{\theta}_{n2b}(t) \), and \( \hat{\theta}_{n2b}(t) \) denote the estimates of the parameter vectors in (49)-(52).

\[ \hat{\theta}_{nlb}(t) = [\hat{a}_{1b}(t), \ldots, \hat{a}_{nb}(t), \hat{b}_{1b}(t), \ldots, \hat{b}_{nb}(t)]^T \] (61)

\[ \hat{\theta}_{n2b}(t) = [\hat{a}_{n1}(t), \ldots, \hat{a}_{n2b}(t), \hat{b}_{n1}(t), \ldots, \hat{b}_{n2b}(t)]^T \] (62)

\[ \hat{\theta}_{n2b}(t) = [\hat{a}_{n1}(t), \ldots, \hat{a}_{n2b}(t), \hat{b}_{n1}(t), \ldots, \hat{b}_{n2b}(t)]^T \] (63)

\[ \hat{\theta}_{n2b}(t) = [\hat{a}_{n1}(t), \ldots, \hat{a}_{n2b}(t), \hat{b}_{n1}(t), \ldots, \hat{b}_{n2b}(t)]^T. \] (64)

For the hierarchical models (57) and (58), the parameter estimates can be updated as follows:

\[ \hat{\theta}_{nlb}(t) = \theta_{nlb}(t-1) + P_l(t)\varphi_{nlv}^T(t)\times[y_1(t) \ldots - \varphi_{nlv}^T(t)\hat{\theta}_{nlb}(t-1)] \] (65)

\[ P_l(t) = P_l(t-1) - \frac{P_l(t-1)\varphi_{nlv}^T(t)\varphi_{nlv}(t)P_l(t-1)}{1 + \varphi_{nlv}^T(t)P_l(t-1)\varphi_{nlv}(t)} \] (66)

\[ \hat{\theta}_{n2b}(t) = \theta_{n2b}(t-1) + P_z(t)\varphi_{n2v}^T(t)\times[y_1(t) \ldots - \varphi_{n2v}^T(t)\hat{\theta}_{n2b}(t-1)] \] (67)

\[ P_z(t) = P_z(t-1) - \frac{P_z(t-1)\varphi_{n2v}^T(t)\varphi_{n2v}(t)P_z(t-1)}{1 + \varphi_{n2v}^T(t)P_z(t-1)\varphi_{n2v}(t)} \] (68)

where \( P(t) \) and \( P_z(t) \) are the covariance matrix of the sub-models. However, there is a difficulty that the equations (65) and (67) contain unknown parameter vectors. Then, by means of the coordination idea based on the hierarchical identification principle, we present a new algorithm to deal with the problem.

**Step 3. Coordination**

The coordination idea is to replace the unknown vectors \( \theta_{nlb}(t) \) and \( \theta_{n2b}(t) \) which appear in (65) and (67) by their corresponding estimates \( \hat{\theta}_{nlb}(t-1) \) and \( \hat{\theta}_{n2b}(t-1) \) at the preceding time, so we have

\[ \hat{\theta}_{nlb}(t) = \theta_{nlb}(t-1) + P_l(t)\varphi_{nlv}(t)\times[y_1(t) \ldots - \varphi_{nlv}^T(t)\hat{\theta}_{nlb}(t-1)] \] (69)

\[ P_l(t) = P_l(t-1) - \frac{P_l(t-1)\varphi_{nlv}^T(t)\varphi_{nlv}(t)P_l(t-1)}{1 + \varphi_{nlv}^T(t)P_l(t-1)\varphi_{nlv}(t)} \] (70)

\[ \hat{\theta}_{n2b}(t) = \theta_{n2b}(t-1) + P_z(t)\varphi_{n2v}(t)\times[y_1(t) \ldots - \varphi_{n2v}^T(t)\hat{\theta}_{n2b}(t-1)] \] (71)

\[ P_z(t) = P_z(t-1) - \frac{P_z(t-1)\varphi_{n2v}^T(t)\varphi_{n2v}(t)P_z(t-1)}{1 + \varphi_{n2v}^T(t)P_z(t-1)\varphi_{n2v}(t)} \] (72)

Then, we can get the parameter estimates \( \hat{\theta}_{nlb} \) and \( \hat{\theta}_{n2b} \).

To initialize the H-RLS algorithm, we take \( P(0) = \mu I \) for \( \hat{\theta}_{nlb}(0) = \varepsilon_{1}[1,1,\ldots,1]^T \), \( P(0) = \mu I \) for \( \hat{\theta}_{n2b}(0) = \varepsilon_{2}[1,1,\ldots,1]^T \), where \( \mu \) and \( \mu I \) are large positive scalars, e.g., \( \mu, \mu I = [10,10] \). \( I \) is the unit matrix, and \( \mu_1 \) and \( \mu_2 \) are small positive scalars.

In the same way, we can obtain the parameter estimates \( \hat{\theta}_{n2b} \) and \( \hat{\theta}_{n2b} \).

### 5. Model test and application

The main purpose of this section is to evaluate the proposed model and identification algorithms. To achieve this goal, MATLAB simulations and control platform real-time verification are both carried out.

In the following, two performance evaluation criteria are used, namely, the root mean square error...
(RMSE) and Maximum absolute error (MAE). These performance criteria are defined as follows:

\[
RMSE = \sqrt{\frac{1}{N} \sum_{t=1}^{N} (\hat{y}(t) - y(t))^2}
\]

\[
MAE = \max \left\{ \left| \hat{y}(t) - y(t) \right|, t = 1 \cdots N \right\}
\]

where \( \hat{y}(t) \) denotes the predictive value, \( y(t) \) denotes the actual value, \( N \) is the number of validation data.

5.1 Simulation and verification

The data of two operating conditions are used for parameter estimation and model verification. These two operating conditions are: 1) stagnation pressure 110kPa, Mach number 0.578, and 2) stagnation pressure 130kPa, Mach number 0.822. In this section, the sampling period is selected as 50ms.

The orders of the systems are determined by the false nearest neighbor algorithm [22]. Therefore, we choose \( m_e = n_e = 1, m_f = 1, n_f = 2, n_a = n_b = n_c = n_d = 2 \) and \( \hat{m}_o = \hat{m}_o = \hat{m}_o = \hat{m}_o = 2 \). We select the time delay \( \hat{d}_1, \hat{d}_2, \hat{d}_1 \) and \( \hat{d}_2 \) as 1. The parameter estimation results of the exhaust valve subsystem and the choke finger subsystem are shown in Figs. 7-8 and Table 1. The unit of the parameters \( c_L, c_R \) is mm (millimeter).

From the identification results, we can see that it is reasonable to introduce the backlash nonlinearity into the choke finger loop.

Figure 7
Estimations of exhaust valve

Table 1
The convergent parameter estimates of the exhaust valve and choke finger models

<table>
<thead>
<tr>
<th></th>
<th>exhaust valve</th>
<th></th>
<th>choke finger</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{a}_1 )</td>
<td>-0.62</td>
<td>( \hat{b}_1 )</td>
<td>0.39</td>
<td>( \hat{m}_L )</td>
</tr>
<tr>
<td>( \hat{m}_R )</td>
<td>0.9</td>
<td>( \hat{C}_L )</td>
<td>0.8</td>
<td>( \hat{C}_R )</td>
</tr>
<tr>
<td>( \hat{a}_1 )</td>
<td>1.0</td>
<td>( \hat{a}_2 )</td>
<td>-0.17</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 9 shows the comparison results between the actual outputs and the predicted outputs of the identified exhaust valve subsystem and the choke finger subsystem. The former plot is the true (−) and predicted (…) outputs for the exhaust valve subsystem. The latter plot is the true (−) and predicted (…) outputs for the choke finger subsystem. This illustrates that the fitting performance between the predicted outputs and the actual outputs are satisfactory.

The parameter estimation results of the flow field are shown in Figs. 10-11. Note that Fig. 10 depicts the stagnation pressure parameter estimates of equation (40), and Fig. 11 depicts the Mach number parameter estimates of equation (41).

The comparisons between the measured values and the estimated values of stagnation pressure and Mach
number are shown in Figs. 12-13. It can be seen that the estimated outputs fit the measured data well. The comparison results between the proposed block-oriented model, ENN model and the conventional

**Figure 9**
Measured and predicted outputs of the identified exhaust valve subsystem and the choke finger subsystem

![Figure 9](image.png)

**Figure 10**
Identification results of pressure model parameters

![Figure 10](image.png)

**Figure 11**
Identification results of Mach number model parameters

![Figure 11](image.png)

**Figure 12**
The predicted value, measured values and modelling errors of stagnation pressure

![Figure 12](image.png)
Figure 13
The predicted value, measured values and modelling errors of Mach number

Table 2
Performance criteria for identified block-oriented and conventional models

<table>
<thead>
<tr>
<th>Working condition (P0/Ma)</th>
<th>Model</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>P0</td>
<td>Ma</td>
</tr>
<tr>
<td>110/0.578</td>
<td>Block-oriented model</td>
<td>0.0256</td>
<td>0.00033</td>
</tr>
<tr>
<td></td>
<td>Conventional model</td>
<td>0.0287</td>
<td>0.0004</td>
</tr>
<tr>
<td></td>
<td>ENN model</td>
<td>0.0023</td>
<td>0.0010</td>
</tr>
<tr>
<td>130/0.822</td>
<td>Block-oriented model</td>
<td>0.0367</td>
<td>0.0005</td>
</tr>
<tr>
<td></td>
<td>Conventional model</td>
<td>0.0391</td>
<td>0.0009</td>
</tr>
<tr>
<td></td>
<td>ENN model</td>
<td>0.0045</td>
<td>0.0011</td>
</tr>
</tbody>
</table>

model [14] are shown in Table 2. It is obvious that both RMSE and MAE of the proposed model are better than the conventional model.

5.2 Verification on the control platform of wind tunnel

In order to verify the real-time performance of the proposed modeling scheme, further tests on the control platform of the wind tunnel system are carried out. The platform is equipped with several national instrument (NI) modules and created by LabVIEW software. It can be used to test or optimize the model and controller, and thus reduces the cost and risk during the controller design.

The experiments are performed in the following working condition: stagnation pressure 110kPa, Mach number 0.578. The control signals are given to both the obtained model and the actual wind tunnel. Then the measured outputs and the estimated outputs are displayed on the interface of the control platform, as shown in Figs. 14-15.

6. Conclusions

In this paper we present a nonlinear block-oriented model for the 2.4m wind tunnel. The block-oriented model consists of three parts: the main exhaust valve subsystem is represented as a linear model, the choke finger susystem is described as a pseudo-H model with input backlash, and the flow field subsystem is considered as a TITO linear model. In order to facilitate the applications of the modeling scheme, the RLS, AW-RLS and H-RLS algorithms are presented for three subsystems. Finally, the results of simulations and control platform experiments show the validity of the proposed modeling scheme.
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Figure 14
The estimated stagnation pressure from block-oriented model and the measured data

Figure 15
The estimated Mach number from block-oriented model and the measured data
References


22. Rui, W., Qin, J., Ma, Y. A Novel Approach for Modelling of an Injector Powered Transonic Wind Tunnel. IEEE International Conference on Control and Decision, Chang Sha, China, 31 May – 2 June 2014, 1197-1200. http://dx.doi.org/10.1109/CCDC.2014.6852348


Summary / Santrauka

This paper develops a novel nonlinear block-oriented model for the wind tunnel system. Based on the available signals, the wind tunnel system can be divided into three parts, namely, the exhaust valve loop, the choke finger loop and the flow field. Then the considered plant is described as a nonlinear block-oriented model. The exhaust valve subsystem and the flow field subsystem are both expressed by linear dynamic models, whereas the choke finger subsystem exhibits a nonlinear characteristics and is approximated by a pseudo-Hammerstein model. Based on the above parameterization model, the recursive identification algorithms are presented for three subsystems. Interestingly, the adaptive weighted recursive least squares algorithm is applied to the pseudo-Hammerstein model, and the hierarchical recursive least squares algorithm is used to reduce the computational complexities. Both simulations and experiments are carried out to verify the effectiveness of the proposed method.