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Abstract. In this paper, we propose a switched-adaptive quantization technique suitable for high quality quantiza-
tion of signals which, as well as speech signals, have short-term statistics modeled by Gaussian probability density 
function. Particularly, from the set of the 2k disposable quantizers, the technique we propose performs a two-stage se-
lection of the quantizer which is designed for the signal statistic nearest to the one of the signal to be processed. In the 
first selection stage, the choice of the quantizer from the set of k disposable quantizers is managed by the switched 
technique. Further, in the second selection stage, the choice is made between the restricted and the unrestricted quan-
tizers, regarding the fact whether the maximum amplitude of the samples within the current frame is lower or higher 
than the upper support region threshold of the restricted quantizer, respectively. In order to properly define the frame 
length, in this paper we are introducing the rate-quality compromise criterion, along which we are studying the gain in 
the signal to quantization noise ratio and in the compression, that are achievable with the proposed technique in refe-
rence to the G.711 recommendation and another technique we have recently proposed. 
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1. Introduction 

To achieve high-quality quantized speech signals, 
the contemporary public switched telephone networks 
utilize the log-companded 8-bit Pulse Code Modula-
tion (PCM) proposed by the G.711 recommendation 
[2]. Although a great number of quantizers have been 
developed to provide an additional enhancement of the 
speech signal quality [3], [5]-[7], [9]-[12], especially 
for the VoIP applications where identical PCM format 
is used, there is still a need to continue the research in 
this field. The quality of a quantized signal is general-
ly influenced by the width of a quantizer’s support 
region and the number of quantization levels [1], [7]. 
The importance of the suitable support region choice 
was pointed out in [8], where the logarithmic decrease 
of the support region threshold with the number of 
quantization levels was also ascertained. The shrin-
kage of the quantizer’s support region, i.e. of its gra-
nular region, for a fixed number of the quantization 
levels, causes a reduction of the granular distortion, 
while at the same time possibly resulting in an 
unwanted increase of the overload distortion [7]. To 
overcome the distinguished problem, this paper pro-
poses a novel switched-adaptive quantization tech-
nique that performs a two-stage selection of the 
quantizer which is designed for the signal statistic 
nearest to the one of the signal to be processed. The 
presented technique actually upgrades the model of 

the switched log-compandor, proposed in [11], with a 
kind of support region adaptation. Particularly, in the 
second stage of the quantizer selection, we propose the 
use of the restricted compandor, when all the ampli-
tudes of the samples within the frame belong to the 
restricted compandor support region. Otherwise, we 
propose the selection of the unrestricted compandor 
having a wider support region. In order to provide the 
smallest possible distortion and a more frequent selec-
tion of the restricted compandor, which introduces 
only the granular distortion, we propose the determi-
nation of its support region thresholds to satisfy the 
total distortion minimization criterion. In the third 
section of the paper, we demonstrate that with a more 
preferable selection of the restricted scalar compandor 
having smaller support region than the unrestricted 
one, the proposed technique provides the gain in the 
signal to quantization noise ratio of about 2 dB in refe-
rence to the technique proposed in [11], where only 
the unrestricted μ-law compandors are at disposal. As 
well as in [5], [11], due to the time varying characte-
ristics of speech signals, in this paper we have decided 
to utilize the frame-by-frame manner to process the 
input signal. Unlike [5], where the design of the scalar 
compandors followed the optimum compression law 
for the assumed Laplacian probability density function 
of the input signal, here, as in [11], we consider μ-law 
quantization, while assuming Gaussian probability 
density function, which is a more realistic probability 
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density function for the short-term statistics of speech 
signals. Finally, since the choice of the suitable frame 
length is not a simple task, in this paper we have de-
cided to introduce a rate-quality compromise criterion. 
According to this criterion we have ascertained the 
compromise frame length along with the appropriate 
signal to quantization noise ratio characteristic in the 
wide range of the frame variances, for the proposed 
model of the switched-adaptive μ-law quantizer. 

2.  Novel Switched-Adaptive Quantization 
Technique 

The quantization technique developed in this paper 
processes the input signal on a frame-by-frame 
manner. As illustrated in Figure 1, the buffering of the 
j-th frame, which contains M samples denoted by  
x(j-1)M+i, i = 1, ..., M, is followed by an estimation of 
the frame variance σj
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The log-uniform quantization of the estimated frame 
variance σj

2 is actually performed in the manner of the 
switched quantization technique. For instance, 
considering the set of variances 2)ˆ( disp

pσ , p=1,…,k, for 
which the disposable quantizers are designed, one can 
ascertain the s-th variance 2)ˆ( disp

sσ  as the nearest va-
riance to the current frame variance σj

2. 2)ˆ( disp
sσ  

therefore, stands not only for the quantized value of 
σj

2, 22 )ˆ(ˆ disp
sj σσ = , but it also provides the first 

selection stage of the two-stage encoder selection 
process. Accordingly, the second stage of the encoder 
selection process is managed by the s-th encoder 
selector. Since it selects one of the two encoders at 
disposal, Enc. s,0 or Enc. s,1, performing a kind of a 
support region adaptation, we have named the tech-
nique we propose the switched-adaptive technique. 
The s-th encoder selector compares the estimated 
maximum amplitude of the samples within the current 
frame xj

max with a socalled decision threshold xd, and, 
depending on the comparison result, makes a choice 
between the two encoders at disposal, both designed 
for the variance 22 )ˆ(ˆ disp

sj σσ = . The threshold xd is cho-
sen to be equal to the upper support region threshold 
of the s-th restricted quantizer xs,0

max=xd=c0 jσ̂ , 
c0=cs,0=cp,0, p=1,…,k, where c0 denotes the loading 
factor  of  the  restricted  quantizers  at  disposal. 
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Figure 1. The switched-adaptive quantization technique 
algorithm 

If it holds |xj
max|≤xd, the encoder denoted by Enc. s,0 is 

selected. Otherwise, the proposed algorithm selects 
the encoder denoted by Enc. s,1. As the encoder 
Enc. s,1 is designated for encoding of the unrestricted 
signals, it is designed for the higher upper support 
region threshold xs,1

max=c1 jσ̂ , c1=cs,1=cp,1>c0, p=1, …, 
k, where c1 denotes the loading factor of the 
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unrestricted quantizers at disposal. When the encoder 
is selected and the encoding procedure is performed, 
the generated index I(j-1)M+i, i=1,...,M, is then 
transmitted along with the side information. 
Depending on the transmitted side information S and 
U, a two-stage decoder selection is firstly made 
between k decoders at disposal, and after that betwen 
the two decoders, Dec. s, 0 and Dec. s,1, which refer 
to the s-th restricted and the unrestricted quantizer, 
respectively. Finally, the quantized samples iMjx +− )1(ˆ , 
i=1,...,M, are obtained by decoding the received index 
I(j-1)M+i, i=1,...,M, with the selected decoder. 

Let us now define the bit rate R corresponding to 
the proposed algorithm 

( )
M
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Take a notice of the fact that by RN=log2N we 
denote the number of bits per sample required for the 
N-level μ-law quantization. Further, by Rs=log2k and 
Ru=1 we denote the number of bits per frame having 
length M that is required for transmission of the side 
information S and U, respectively. In accordance with 
the described algorithm, the total distortion introduced 
by the quantization is: 
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where Pf0 and Pf1 denote the probabilities of the 
restricted and the unrestricted quantizer selection, 
respectively. As the restricted quantizer is selected 
when all the samples within the frame belong to its 
support region, it introduces only the granular dis-
tortion Ds,0

g, annulling in such a way the unwanted 
overload distortion Ds,0

o=0. On the other hand, the 
unrestricted quantizer is selected when xj

max over-
reaches xd and, therefore, it can generally introduce 
both the granular and the overload distortion, deno-
ted by Ds,1

g and Ds,1
o, respectively. For the assumed 

Gaussian probability density function [7] 
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and μ-law quantization, we can derive the corres-
ponding distortions 
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which provide the signal to quantization noise ratio of 
the proposed quantizer model in line with the basic 
definition [1], [6], [7] 
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for the input frame variance σ2. Although one can ex-
pect that further growth of the signal to quantization 
noise ratio can be achieved by increasing the number 
of the restricted μ-law quantizers at disposal, in this 
paper we have kept analyzing the case with two 
quantizers, the restricted  (Enc. s,0, Dec. s,0) and  the 
unrestricted one (Enc. s,1, Dec. s,1), since our aim is 
to explain the proposed idea in the simplest possible 
manner. 

3. Results and Conclusions 

What is presented and discussed in this section are 
the performances that we have ascertained by applying 
the proposed technique in quantization of the signals 
having Gaussian probability density function and a 
wide range of the frame variances (B=40 dB). We 
have made a choice of the compromise frame length 
Mcom regarding the rate-quality compromise criterion. 
Namely, it is well known that the frame length must be 
selected carefully: if it is too small, there may be a 
large overhead for transmitting the side information, 
but if the frame length is too large, the selected μ-law 
compandor may become inadequate for some portions 
of the frame, leading to large errors in the quantization 
process [6], [7]. According to the criterion, we intro-
duce here, there is no point in further reduction of the 
frame length if the unit  increase of  the  number of 
bits per sample does not result in more than 6 dB 
increase of signal to quantization noise ratio averaged 
over the range of the frame variances B. While deter-
ming Mcom, for all of the considered M, we have 
ascertained the optimum pairs of parameters (c0

opt, 
μ0

opt) and (c1
opt, μ1

opt) that minimize the total distortion 
given by (4). By assuming M=Mcom and the appro-
priate (c0

opt, μ0
opt) and (c1

opt, μ1
opt), we have ascertained 

the signal to quantization noise ratio dependences for 
the bit rates of R1=7.178 bit/sample and R2=8.172 bit/ 
sample (see Figures 2 and 3). By comparing the signal 
to quantization noise ratio characteristic obtained for 
the R1 bit rate, with the one defined by the G.711 
recommendation in the same variance range [2], we 
have reveled that the proposed quantizer, along with 
0.822 bit/sample compression, provides a more cons-
tant and higher level of signal to quantization noise 
ratio, which can be considered via the gain in the ave-
rage signal to quantization noise ratio of about 5.7 dB. 
Similarly,  by  comparing  the  signal  to  quantization 
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Figure 2. Illustration of the signal to quantization noise ratio 
characteristics in the wide range of the frame variances   

B=40 dB for the bit rate of R1=7.178 bit/sample 
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Figure 3. Illustration of the signal to quantization noise  

ratio characteristics in the wide range of the frame  
variances B=40 dB for the bit rate of R2=8.172 bit/sample 

noise ratio characteristics defined by the G.711 recom-
mendation with the one obtained for the R2 bit rate, 
which is about 0.172 bit/sample higher than the PCM 
bit rate, we have ascertained an even greater gain in 
the average signal to quantization noise ratio of about 
11.25 dB. Moreover, in both figures, Figure 2 and Fi-
gure 3, we have shown the signal to quantization noise 
ratio characteristics achievable by the proposed quan-
tizer and its special case corresponding to the quanti-
zer provided in [11]. According to these characteristics 
we have determined that the quantizer proposed in this 
paper along with a slight increase of the bit rate of 
1/Mcom, provides the gains of about 1.8 dB and 1.7 dB, 
for the bit rates R1=7.178 bit/sample and   R2=8.172 
bit/sample, respectively. Additionaly, from the Figs. 2 
and 3 one can conclude that in the considered range of 
the frame variances B, the quantizer proposed in [11], 
when designed for the R1 bit rate and the compromise 
frame length Mcom, can not completely overreach 
G.711 recommendation. However, it is not an issue in 

case of M=10, as it was assumed in [11], since in such 
a case we have revealed an increase in the average 
signal to quantization noise ratio of about 0.6 dB in 
comparision to the case when M=Mcom, while the 
consequence is an increase of the R1 bit rate of 0.322 
bit/sample. Finally, since we have ascertained that the 
proposed quantzer satisfies the G.712 recommendation 
[4] in the considered range of the frame variances B, 
one can believe that it will find practical 
implementation in the high quality quantization of 
signals, which, as well as speech signals, have short-
term statistics modeled by the Gaussian probability 
density function. 
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